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IN THE UNITED STATES DISTRICT COURT
FOR THE DISTRICT OF DELAWARE

SOLUTIONS AND NETWORKS OY, and
NOKIA OF AMERICA CORPORATION,

AMAZON TECHNOLOGIES, INC., )
)
Plaintiff, )
)
v. ) C.A. No.
)
NOKIA CORPORATION, NOKIA ) JURY TRIAL DEMANDED
)
)
)
)

Defendants.

COMPLAINT FOR PATENT INFRINGEMENT

Plaintiff Amazon Technologies, Inc. (“ATI,” “Amazon,” or “Plaintiff”) files this
Complaint against Nokia Corporation, Nokia Solutions and Networks Oy, and Nokia of America
Corporation (collectively, “NOKIA,” “Nokia,” or “Defendants”), and alleges as follows:

NATURE OF THE ACTION

1. This is a civil action arising under 35 U.S.C. § 271 for NOKIA’s infringement of
Amazon’s U.S. Patent Nos. 11,516,080 (“the 080 patent”); 11,425,194 (“the 194 patent”);
9,329,909 (“the ’909 patent”); 8,296,419 (“the ’419 patent”); 9,253,211 (“the ’211 patent”);
9,621,593 (“the ’593 patent”); 9,106,540 (“the ’540 patent”); 8,117,289 (“the ’289 patent”);
9,766,912 (“the *912 patent™); 9,756,018 (“the *018 patent™); 11,336,529 (“the *529 patent™); and
11,909,586 (“the *586 patent”), together, the “Asserted Patents,” based on NOKIA’s unauthorized
commercial manufacture, use, importation, offer for sale, and sale of products covered by the

Asserted Patents.
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PARTIES

2. Amazon Technologies, Inc. is a Nevada corporation with a principal place of
business at 410 Terry Avenue North, Seattle, Washington 98109.

3. Amazon Technologies, Inc. is the owner and assignee of all right, title, and interest
in and to the Asserted Patents, including the right to assert all causes of action arising under the
Asserted Patents and the right to sue and obtain remedies for past, present, and future infringement.

4. On information and belief, defendant Nokia Corporation is a foreign corporation
organized under the laws of Finland, with offices located at Karakaari 7, FIN-02610, Espoo,
Finland.

5. On information and belief, defendant Nokia Solutions and Networks Oy is a foreign
corporation organized under the laws of Finland, with offices located at Karaportti 3, FIN-02610,
Espoo, Finland.

6. On information and belief, defendant Nokia of America Corporation is a Delaware
corporation, with offices located at 600 Mountain Avenue, Murray Hill, New Jersey, 07974.

7. NOKIA makes, uses, sells, offers for sale and/or imports the following products or
services in or into the United States and the State of Delaware: Nokia Airframe Data Center, Nokia
CloudBand, Nokia CloudBand Application Manager, Nokia CloudBand Infrastructure Software,
Nokia Container Services, Nokia Cloud Operations Manager, Nokia Nuage Networks Virtualized
Cloud Services, Nokia Nuage Networks Virtualized Services Platform, and Nokia Nuage Software
Defined Network (SDN) (the “Accused Products™).

JURISDICTION AND VENUE

8. Amazon incorporates by reference the preceding paragraphs as if fully stated

herein.
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9. This Court has subject matter jurisdiction over the patent infringement claims under
28 U.S.C. §§ 1331 and 1338(a).

10. This Court has personal jurisdiction over NOKIA because NOKIA conducts
business in Delaware and because infringement by NOKIA has occurred and continues to occur
in Delaware. This Court has personal jurisdiction over defendants Nokia Corporation and Nokia
Solutions and Networks OY because each has operated, and continues to operate, websites and
mobile applications within this jurisdiction. Through Nokia Corporation and Nokia Solutions and
Networks OY websites and mobile applications, each has conducted, and continues to conduct,
business by making, using, selling, offering for sale, and/or importing the Accused Products that
infringe ATI’s Asserted Patents. Upon information and belief, each of Nokia Corporation and
Nokia Solutions and Networks OY has derived substantial revenue from the making, using, selling,
offering for sale, and/or importing of the Accused Products within this jurisdiction, and have
caused foreseeable harm and injury to ATI. This Court has personal jurisdiction over defendant
Nokia of America Corporation because it is incorporated in the state of Delaware.

11. Venue is proper in this District pursuant to 28 U.S.C. §§ 1391 and 1400(b).
Defendant Nokia of America Corporation is incorporated in the state of Delaware. NOKIA has
transacted business in this District and has committed acts of infringement in this District.

BACKGROUND

12. Amazon Web Services (AWS) is the world’s leading provider of cloud computing
services. AWS offers customers access to an expansive suite of on-demand cloud-based products,
including compute, storage, databases, analytics, networking, mobile, developer tools,

management tools, IoT, security, and enterprise applications.!

'https://docs.aws.amazon.com/whitepapers/latest/aws-overview/introduction.html.
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13. Since its inception in 2006, AWS has fundamentally transformed large-scale
computing and internet communications. Before AWS launched its pioneering technology, large-
scale computing relied predominantly on on-premise physical servers and software installations.
This model required high up-front costs, required continuous maintenance, and lacked scalability.
AWS’s technology changed this by democratizing access to computing infrastructure and software
through its cloud-based, on-demand services model. The breadth of offerings and flexible pricing
structure provides enterprises, start-ups, small and medium-sized businesses, and customers in the
public sector with tools that allow them to swiftly adapt to evolving business conditions and
requirements.” This transformative model replaced bulky up-front capital infrastructure expenses
with low variable costs, scaling up and down to meet business demands, eliminating the need for
long-term infrastructure planning.

14. Today, AWS’s cloud computing technology is ubiquitous, used by companies large
and small, as well as individual users, in 190 countries around the world.*

15. Over 90% of Fortune 100 companies and most Fortune 500 companies use AWS.
AWS is also widely used by federal and local governments. Indeed, the NSA, Pentagon, U.S.
Navy, and CIA are some of the top AWS customers.°

16. The concepts of cloud computing and virtualized computing resources date back to

the 1960s.” But it was Amazon® that went on to become the acknowledged frontrunner in

’Id.

3Id. at Introduction.

‘Id.

Shttps://www.thomsondata.com/blog/fortune-500-companies-that-use-aws/.

Shttps://www.govconwire.com/articles/the-top-government-contracts-won-by-amazon-
web-services/.

"https://www.dataversity.net/brief-history-cloud-computing/.

8<Amazon” in the Background and Asserted Patents sections of this Complaint generally
refers to Amazon.com, Inc., rather than ATI.
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integrating and transforming these technologies into a service that is available to the general public,
spearheaded by its introduction of Amazon Web Services (AWS) in 2006.° Amazon developed
its groundbreaking cloud computing technology as part of its rapid expansion in the early 2000s,
when Amazon had begun onboarding thousands of software engineers. To avoid duplicating effort
building fundamental components such as storage systems, compute resources, or databases,
Amazon created a communal layer of infrastructure services.!°

17.  Amazon realized that other companies could benefit from the infrastructure that
Amazon developed for its own purposes. In 2003, Amazon formed a team focused on converting
Amazon’s internal computing infrastructure into a business-centric cloud computing service

11" Amazon’s vision for this service was akin to an operating system for the

available to others.
internet—allowing organizations, companies, or developers to run their applications using
Amazon’s technology infrastructure as the base.!?

18.  After three years of intensive internal development, Amazon unveiled its web
infrastructure services to the public.'> Amazon launched the Simple Storage Service (S3) first, in
March 2006, followed shortly by the Elastic Compute Cloud (EC2) five months later.'* Both

services use distributed computing—S3 offers robust, scalable cloud-based storage, and EC2

provides secure, adjustable virtual computing capacities.'”> Both products experienced immediate

°Id.

IOhttps://fortune.com/longform/amazon-web-services-ceo-adam-selipsky-cloud-
computing/.

"1d.

https://thinkproduct.org/2022/10/09/aws-story-internets-os/.

Bhttps:/fortune.com/longform/amazon-web-services-ceo-adam-selipsky-cloud-
computing/.

1d.

Bhttps://www.whizlabs.com/blog/amazon-ec2-vs-amazon-s3-comparison-guide/.
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success: over 12,000 developers signed up for S3 on the first day of'its release.'® In 2007, Amazon
premiered SimpleDB, bringing to life Amazon’s vision for creating core components of a web OS:
computational capabilities, storage, and database.!”

19.  AWS has been growing ever since, the result of Amazon’s considerable investment
and the hard work of thousands of engineers. Amazon has also focused its development efforts on
technology that meets its customers’ business needs, consistent with one of the company’s key
leadership principles—a “customer obsession.”!8

20. Over the last decade, Amazon has continued to innovate, developing scores of new
and successful cloud computing products, including CloudFront, CloudWatch, Auto Scaling, and
Virtual Private Cloud. As a result, Amazon is the recipient of thousands of cloud computing
patents awarded by the United States Patent & Trademark Office (“USPTO”). Amazon
Technologies, Inc. owns and maintains Amazon’s intellectual property, including patents.

21. Amazon’s two decades of groundbreaking technological development in cloud
computing stand in stark contrast to Nokia’s recent efforts. Nokia’s lengthy corporate history
spans a wide range of businesses, from paper mills and rubber goods to electronics.!” Nokia is

best known for its mass production of cellular telephones, first introduced in 1992.2° However,

with the advent of smartphones developed by Apple and Samsung, among others, Nokia’s

I6https://fortune.com/longform/amazon-web-services-ceo-adam-selipsky-cloud-
computing/.

https://www.aakashg.com/aws/.

Bhttps://www.amazon.jobs/content/en/our-workplace/leadership-principles.

Yhttps://www.sec.gov/Archives/edgar/data/924613/000155837021002363/nok-
20201231x20f.htm.

2https://history-computer.com/the-real-reason-nokia-failed-spectacularly/.
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prominence in the mobile phone market has plummeted.?! Nokia’s failure to anticipate the
importance of smartphone technology led it to the verge of bankruptcy in 2013.2

22. To save the company, Nokia exited the mobile device business in 2014—an act its
board chairman referred to as a “moment of reinvention?*—and pivoted to the sale of 5G network
infrastructure and associated services that it acquired from Alcatel-Lucent in 2016.%*

23.  In late 2020—mnearly 15 years after AWS launched—Nokia announced a “new
company strategy” focused on cloud computing, establishing a “Cloud and Network Services”
business division.?> Nokia attributes this latest transition to the “profound changes” within the
industry, marked by trends favoring “open interfaces, virtualization, and cloud native software.””*
In July 2020, Nokia entered the data center and switching business,”” and in November 2021
entered the Software-as-a-Service (SaaS) market.?8

24.  However, Nokia’s “new company strategy” involved leveraging Amazon’s
innovative solutions, including Amazon’s patented technology, to address issues faced by cloud
service providers. For instance, as discussed in detail below, Nokia CloudBand infringes Amazon

patents related to configuring virtual machines and managing distributed application execution, in

addition to autoscaling resources used during program execution. Similarly, Nokia Nuage

.

21d.

Zhttps://news.microsoft.com/2013/09/03/microsoft-to-acquire-nokias-devices-services-
business-license-nokias-patents-and-mapping-services/.

2https://www.sec.gov/Archives/edgar/data/924613/000155837021002363/nok-
20201231x20f.htm.

Zhttps://www.nokia.com/about-us/news/releases/2020/10/29/nokia-announces-first-
phase-of-its-new-strategy-changes-to-operating-model-and-group-leadership-team/.

1.

Yhttps://www fiercetelecom.com/telecom/make-way-cisco-arista-and-juniper-nokia-
enters-data-center-switching-fray.

Bhttps://www.nokia.com/about-us/news/releases/2021/11/17/nokia-announces-entry-
into-software-as-a-service-for-csps-with-multiple-services/.
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Networks infringes Amazon’s patents related to managing communications in virtual networks
and emulating physical network devices.

25.  Amazon brings this suit against Nokia because it was Amazon that pioneered in the
cloud, and now Nokia is using Amazon's patented cloud innovations without permission.

THE ASSERTED PATENTS

26.  Amazon’s pioneering work in the field of cloud computing is reflected in its
extensive patent portfolio that includes the Asserted Patents. The Asserted Patents address a
variety of challenges faced by cloud service providers that aim to build a highly configurable and
dynamic architecture to meet the computing, networking, and storage needs of various
organizations. The patented technologies make possible a highly configurable cloud platform that
supports multiple virtual computing systems and virtual networks for multiple organizations using
a shared substrate network based on physical computing systems, applications, and resources. The
Asserted Patents provide many improvements to cloud computing techniques that can be classified
broadly into different categories, although the techniques disclosed in each Asserted Patent may
span multiple categories and may include categories not described here.

Virtual Networking Infrastructure: managing communications in virtual

networks and emulating physical devices to create virtual devices that can be used
for virtual networking.

Virtual Networking Security: managing security across virtual networks as well
as providing secure access to virtual networks from remote locations.

Virtual Networking Performance: techniques for effectively supporting and
exploiting virtual networking technology, for example, using network scaling.

Distributed Program Execution & Management: serverless computing for
allowing cloud platforms to dynamically allocate, scale, and manage resources used
for executing distributed programs in both virtual and physical environments.
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VIRTUAL NETWORKING INFRASTRUCTURE

217. The following Asserted Patents provide and improve techniques for managing
communications in virtual networks, for example, core communication constructs for
implementing virtual computer networks such as forwarding or dropping communications,
spoofing addresses of devices to manage virtual network communications, and more. This
category of Asserted Patents further provides and improves techniques for emulating traditional
networking hardware including routers and load balancers with virtual components.

A. The °540 patent

28. On August 11, 2015, the USPTO issued the *540 patent, titled “Providing logical
networking functionality for managed computer networks.” The 540 patent issued from U.S.
patent application number 12/414,260, filed on March 30, 2009. A true and correct copy of the
’540 patent is attached as Exhibit A.

29.  Amazon Technologies, Inc. is the owner and assignee of all right, title, and interest
in and to the ’540 patent, including the right to assert all causes of action arising under the ’540
patent and the right to sue and obtain remedies for past, present, and future infringement.

30. The 540 patent concerns “providing logical networking functionality for managed
computer networks, such as for virtual computer networks.” (’540 patent at 2:6-8.)

31. The ’540 patent improves virtualization technologies by “providing logical
networking functionality for managed computer networks, such as for virtual computer networks.”
(Id. at 2:6-8.) The techniques disclosed in the ’540 patent provide “logical networking
functionality ... without physically implementing the network topology for the virtual computer

network.” (Id. at 2:18-21.) Accordingly, the techniques disclosed in the ’540 patent provide
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“logical networking functionality” for a virtual computer network “corresponding to [a] network
topology ... without physically implementing the network topology.” (/d.)

32. The ’540 patent specification explains that virtualization techniques, such as
VMWare, XEN, or User-Model Linux, are beneficial for managing large-scale computing
resources. (/d. at 1:34-44.) For example, these techniques may allow a single computing machine
to be shared among multiple users by providing each user with a virtual machine hosted on a single
computing machine. (/d.) Additionally, some virtualization techniques have the benefit of
providing a single virtual machine with multiple virtual processes that span multiple distinct
physical computing systems. (/d. at 1:44-48.) However, as explained by the 540 patent, managing
physical computing resources has become increasingly complicated as the scale and scope of data
centers and computer networks has increased. (/d. at 1:24-27.) The *540 patent addresses the need
for an improved computing resource management technique and addresses this by providing a
logical overlay, which allows the user to configure resources independently of a fixed physical
network topology. The ’540 patent thus improves upon non-configurable fixed network
topologies.

33. The ’540 patent provides a technical solution that improves upon existing
virtualization technologies by allowing users to configure or specify a network topology, thereby
allowing users to create virtual computer networks that may have network topologies distinct from
the network topology of the underlying physical network. (/d. at Abstract, 12:3-11.) Thus,
communications between multiple nodes of the virtual network “are managed so as to emulate
functionality that would be provided by specified logical networking devices if they were
physically present and/or to otherwise emulate functionality corresponding to a specified network

topology if it was physically implemented.” (/d. at 2:21-28.) Such a technical solution provides

10
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many technical advantages, such as: enabling an overlay of the virtual computer network on the
physical substrate network (id. at 6:35-42), modifying with ease the number of computing nodes
in a virtual computer network (id. at 6:62-67), enabling multiple computer networks to share parts
of a physical network while maintaining network isolation for computing nodes of a particular
virtual network (id. at 6:58-62), and scaling the underlying substrate network to include additional
computing nodes regardless of their geographic locations (id. at 7:2-15).

34. Thus, the 540 patent’s claimed techniques for providing logical networking
functionality for computer networks are a concrete technical contribution and not simply the
embodiment of an abstract idea. The ’540 patent involves a specific system for implementing a
virtual computer network without physically implementing the network topology that has concrete
and valuable technical advantages in the field of virtual computer networks. (/d.)

35. The claimed elements of the ’540 patent also provide an inventive concept
individually and as an ordered combination. As the scale of data centers increased, the number of
interconnected computing resources of the data centers increased. These data centers support
complex distributed applications that require large numbers of computing resources and complex
communications between the computing resources. However, traditional computer networks use
physical routers, with a fixed topology, to implement networking functionality. The elements in
the claims of the *540 patent provide a virtual overlay that allows users to configure different
network topologies that are suited to their specific distributed applications. A user first provides
“configuration information” for a “virtual computer network™ that specifies a “virtual router
device” that connects logical groups of computing nodes. (/d. at claim 4.) The system performs
further actions to implement the virtual network topology, including by “emulating functionality

of the specified virtual router device,” for example to perform actions such as responding

11
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to requests for information and other actions handled by router devices. (/d.) Further, the system
forwards communications between groups of computing nodes by “emulating further functionality
of the specified virtual router device for modifying the communication.” (/d.) By performing
these actions, the system implements a logical network topology overlayed on a physical network
with a fixed network topology. These actions and the ordered combination of elements together
provide a technological improvement over the conventional technology at the time resulting in
benefits of a user configurable logical network with greater flexibility to address complex resource
requirements in a large-scale network.

B. The 289 patent

36. On February 14, 2012, the USPTO issued the 289 patent, titled “Using virtual
networking devices to manage substrate devices.” The ’289 patent issued from U.S. patent
application number 13/091,986, filed on April 21, 2011. A true and correct copy of the *289 patent
is attached as Exhibit B.

37. Amazon Technologies, Inc. is the owner and assignee of all right, title, and interest
in and to the ’289 patent, including the right to assert all causes of action arising under the 289
patent and the right to sue and obtain remedies for past, present, and future infringement.

38. The ’289 patent concerns “providing managed virtual computer networks [with]
configured logical network topology [with] virtual networking devices.” (289 patent at Abstract.)

39. The ’289 patent improves virtualization technologies by “providing virtual
networking functionality for managed computer networks” with “configured logical network
topology.” (Id. at 2:7-18.) The techniques disclosed in the 289 patent “handle communications

between computing nodes of a managed computer network in accordance with its specified

12
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network topology by emulating at least some types of functionality that would be provided by
virtual networking devices.” (/d. at 2:35-42.)

40. The ’289 patent specification explains that “virtualization technologies for
commodity hardware” provided “benefits with respect to managing large-scale computing
resources.” (Id. at 1:36-40.) Prior to the 289 patent, providing, administering, and managing
large-scale computing resources associated with data centers and computer networks had become
increasingly complicated. (/d. at 1:31-35.) Computer networks operated by companies and other
organizations interconnected numerous computing systems, for which data centers housing the
systems provided different levels of service depending on their geographic location and operating
entity. (/d. at 1:15-31.) Existing virtualization technologies for commodity hardware provided
some benefits but allowed only a single physical computing machine to be shared among multiple
users. (Id. at 1:36-51.) Thus, there was no well-understood, routine, and conventional way to
manage large-scale computer networks effectively and securely. (See id. at 1:15-52.)

41. The ’289 patent improves upon the prior art by inventing techniques performed by
a Network Routing Manager module that enable a user to configure or otherwise specify a network
topology for a managed computer network provided by a configurable network service and
subsequently provide the user virtual networking functionality corresponding to the specified
topology. (/d. at 2:19-56.) As the ’289 patent explains, the managed computer network may be a
virtual computer network overlaid on an underlying substrate network that includes or otherwise
provides access to particular devices that are of use to the networking functionality to be provided.
(Id. at 3:35-48.) If a particular managed computer network is configured to include one or more
devices providing a particular type of networking-related functionality, and there are network-

accessible devices available via the substrate network that provide that particular type of

13
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networking-related functionality, modules of the configurable network service may operate to
route appropriate communications via the substrate network through those network-accessible
devices. (/d. at 3:48-58.) These concrete techniques enable a user or entity to configure or
otherwise specify one or more networking devices for a managed computer network that are
supported by various automated actions. (/d. at 3:62-4:8.) The technological solutions offered by
the 289 patent thus achieve the goal of enabling users or entities to effectively and securely
manage large-scale computer networks provided by a configurable network service.

42. The claimed elements of the ’289 patent also provide an inventive concept
individually and as an ordered combination. These elements encompass technical solutions and
improvements including, but not limited to, the claimed elements “providing the configured virtual
computer network for the client in accordance with the configuring by overlaying the virtual
computer network on a distinct substrate network™ and “forwarding multiple communications
between the multiple computing nodes in accordance with the configuring, the forwarding
including routing at least one of the multiple communications to at least one of the selected devices
to enable the at least one selected device to provide the indicated type of functionality for the at
least one communication.” (/d. at claim 20.) The ordered combination of these steps is also
inventive because it was not well-understood, routine, or conventional at the time of invention to
receive information for use in virtual computer network configuration by specifying
interconnections between multiple computing nodes and providing a functionality for handling
communications between the nodes. Moreover, the *289 patent provides the concrete, technical
improvement of providing the configured network by selecting specific network devices and

subsequently routing communications between the nodes to the devices.

14
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C. The 586 patent

43. On February 20, 2024, the USPTO issued the ’586 patent, titled “Managing
communications in a virtual network of virtual machines using telecommunications infrastructure
systems.” The ’586 patent issued from U.S. patent application number 18/047,239, filed on
October 17, 2022. A true and correct copy of the 586 patent is attached as Exhibit C.

44.  Amazon Technologies, Inc. is the owner and assignee of all right, title, and interest
in and to the *586 patent, including the right to assert all causes of action arising under the *586
patent and the right to sue and obtain remedies for past, present, and future infringement.

45. The ’586 patent concerns “logical networking functionality for managed computer
networks, such as for virtual computer networks provided on behalf of users or other entities.”
(’586 patent at Abstract.)

46. The *586 patent improves virtual networking technologies by “embedding virtual
network address information in substrate network addresses for an underlying physical substrate
network,” and providing benefits such as “limiting communications to and/or from computing
nodes of a particular virtual computer network to other computing nodes that belong to that virtual
computer network™ and “allow[ing] computing nodes to easily be added to and/or removed from
a virtual computer network, such as to allow a user to dynamically modify the size of a virtual
computer network.” (Id. at 6:51-7:18.) The system “supports changes to an underlying substrate
network—for example, if the underlying substrate network is expanded to include additional
computing nodes at additional geographical locations, existing or new virtual computer networks
being provided may seamlessly use those additional computing nodes.” (/d. at 7:18-32.)

47. The ’586 patent specification explains that virtualization techniques, such as

VMWare, XEN, or User-Model Linux, are beneficial for managing large-scale computing

15
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resources. (Id. at 1:45-55.) For example, these techniques may allow a single computing machine
to be shared among multiple users by providing each user with a virtual machine hosted on a single
computing machine. (/d. at 1:33-44.) Additionally, some virtualization techniques have the
benefit of providing a single virtual machine with multiple virtual processes that span multiple
distinct physical computing systems. (/d. at 1:44-48.) However, as explained by the *586 patent,
managing physical computing resources has become increasingly complicated as the scale and
scope of data centers and computer networks has increased. (/d. at 1:35-39.) The ’586 patent
addresses the need for an improved computing resource management technique and addresses this
by providing a logical overlay, which allows the user to configure resources independently of a
fixed physical network topology. The 586 patent thus improves upon non-configurable fixed
network topologies.

48. The ’586 patent provides a technical solution that improves upon existing
virtualization technologies by allowing users to configure or specify a network topology, thereby
allowing users to create virtual computer networks that may have network topologies distinct from
the network topology of the underlying physical network. (/d. at Abstract, 12:3-11.) Thus,
communications between multiple nodes of the virtual network “are managed so as to emulate
functionality that would be provided by specified logical networking devices if they were
physically present and/or to otherwise emulate functionality corresponding to a specified network
topology if it was physically implemented.” (/d. at 2:32-40.) One such technique to implement
this solution is by spoofing a response to an ARP request that includes a virtual hardware address
for a computing node instead of a hardware address (e.g., a 48-bit MAC address) for the computing
node. (/d. at 14:21-26.) Such a technical solution provides many benefits, such as: enabling an

overlay of the virtual computer network on the physical substrate network (id. at 6:35-42),

16
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modifying with ease the number of computing nodes in a virtual computer network (id. at 6:62-
67), enabling multiple computer networks to share parts of a physical network while maintaining
network isolation for computing nodes of a particular virtual network (id. at 6:58-62), and scaling
the underlying substrate network to include additional computing nodes regardless of their
geographic locations (id. at 7:2-15).

49. The claimed elements of the ’586 patent also provide an inventive concept
individually and as an ordered combination. As the scale of data centers increased the number of
interconnected computing resources of the data centers increased. These data centers support
complex distributed applications that require large numbers of computing resources and complex
communications between the computing resources. However, traditional computer networks use
physical routers to implement networking functionality, making network topology fixed and non-
configurable. The following claimed elements allow users to configure different network
topologies that are suited to their specific distributed applications: “based at least in part on the
configuration information, modifying the first communication and forwarding the first
communication to the computing node,” and “based at least in part on the configuration
information, dropping the second communication without forwarding the second communication
to the computing node,” and “in response to an address resolution protocol (ARP) communication
from the computing node regarding a second computing node in the virtual computer network,
sending a spoofed response to the ARP communication indicating a virtual hardware address of
the second computing node.” (/d. at claim 1.) These actions and the ordered combination of
elements together provide a technological improvement over the conventional technology, and the

technical advantages of a user-configured logical network.

17



Case 1:24-cv-00891-UNA Document 1 Filed 07/30/24 Page 18 of 186 PagelD #: 18

D. The °529 patent

50. On May 17, 2022, the USPTO issued the ’529 patent, titled “Providing virtual
networking device functionality for managed computer networks.” The ’529 patent issued from
U.S. patent application number 16/798,070, filed on February 21, 2020. A true and correct copy
of the ’529 patent is attached as Exhibit D.

51.  Amazon Technologies, Inc. is the owner and assignee of all right, title, and interest
in and to the 529 patent, including the right to assert all causes of action arising under the ’529
patent and the right to sue and obtain remedies for past, present, and future infringement.

52. The °529 patent concerns “providing virtual networking functionality for managed
computer networks.” (’529 patent at Abstract.)

53. The *529 patent improves virtual networking technologies by “embedding virtual
network address information in substrate network addresses for an underlying physical substrate
network,” and providing benefits such as “limiting communications to and/or from computing
nodes of a particular virtual computer network to other computing nodes that belong to that virtual
computer network™ and “allow[ing] computing nodes to easily be added to and/or removed from
a virtual computer network, such as to allow a user to dynamically modify the size of a virtual
computer network.” (/d. at 11:24-59.) The system “supports changes to an underlying substrate
network—for example, if the underlying substrate network is expanded to include additional
computing nodes at additional geographical locations, existing or new virtual computer networks
being provided may seamlessly use those additional computing nodes.” (/d. at 11:24-12:2.)

54. The °529 patent describes techniques for “providing virtual networking
functionality.” (/d. at Abstract.) As described in the 529 patent, “logical sub-networks” are

specified for a “virtual computer network™ with a “substrate network functionality used to emulate
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various functionality corresponding to the specified logical subnets.” (/d. at 12:7-11.) The
techniques disclosed in the °529 patent ‘“configure, authorize and otherwise manage
communications sent to and from associated computing nodes” and “support providing various
virtual networking functionality for ... virtual computer networks.” (/d. at 14:29-33.)

55. The techniques disclosed “provide various ... benefits in various situations, such as
limiting communications to and/or from computing nodes of a particular virtual computer network
to other computing nodes that belong to that virtual computer network.” (/d. at 11:42-48.) The
techniques disclosed improve upon the technology of virtual computer networks, for example,
“[b]y not delivering unauthorized communications to computing nodes, network isolation and
security of entities’ virtual computer networks is enhanced.” (/d. at 15:67-16:2.) The described
techniques improve upon the technology of virtual computer networks by “provid[ing] functional
decomposition and/or isolation for the various component types” and “virtualiz[ing] physical
networks to reflect almost any situation that would conventionally necessitate physical partitioning
of distinct computing systems and/or networks.” (/d. at 66:39-67:6.)

56. As disclosed in the *529 patent, “[n]etwork access constraint information” may be
“configured for a provided computer network in various manners.” (/d. at 9:44-46.) For example,
“a client may specify information about whether and how some or all of the computing nodes of a
provided computer network are allowed to communicate with other computing nodes of the
provided computer network and/or with other external computing systems” based on various types
of information such as “types of communication protocols used, such as to allow HTTP requests
for text but not images and to not allow FTP requests.” (/d. at 9:46-57.) As described in the ’529
patent the “Communication Manager module” receives ‘“outgoing communications” and

“determines whether to authorize the sending of the outgoing communication” based on
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“information about the sending virtual machine computing node” or “the destination virtual
machine computing node.” (Id. at 15:54-67.)

57. The claimed elements of the ’529 patent also provide an inventive concept
individually and as an ordered combination of elements, in that they provide the technical solution
and advantages of a virtual computer network. In a virtual computer network, a computing node
may be “assigned one or more virtual network addresses for the virtual computer network that are
unrelated to those computing nodes’ substrate network addresses.” (/d. at 3:37-50.) As a result,
traditional networking protocols such as Address Resolution Protocol (ARP) and any techniques
based on such protocols may not work in a virtual computer network. The claims of the *529
patent improve upon computer networking technology to modify the ARP protocol and further use
it to implement access control policies. As recited in the claims of the 529 patent, a configurable
network service creates a virtual computer network based on client requests and creates a logical
sub-network. (/d. at claim 1.) After creating the virtual computer network, the configurable
network service manages communications of the virtual computer network by intercepting an ARP
request sent by a virtual machine and responding to the ARP request by providing a MAC address.
(Id.) The configurable network service further receives frames comprising the MAC address from
the virtual machine and implements an access control policy by allowing or denying
communications based on information such as source, destination, direction, or protocol used for
the communication. (/d.) These actions performed in the ordered combination provide several
technical advantages: limiting communications to and/or from computing nodes of a virtual
computer network to other computing nodes; sharing parts of the network while still providing

network isolation; allowing computing nodes to be added to or removed from a virtual network;
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and allowing users to perform technically-beneficial modifications, such as modify the underlying
substrate network while the logical network presents a consistent appearance. (/d. at 11:42-65.)

VIRTUAL NETWORKING SECURITY

58. The following Asserted Patents provide and improve techniques for managing
security in virtual networks, including security of communications between multiple virtual
networks managed by a cloud platform as well as providing secure access to virtual networks from
client devices operating in remote locations.

E. The °018 patent

59. On September 5, 2017, the USPTO issued the 018 patent, titled “Establishing
secure remote access to private computer networks.” The ’018 patent issued from U.S. patent
application number 15/179,700, filed on June 10, 2016. A true and correct copy of the 018 patent
is attached as Exhibit E.

60.  Amazon Technologies, Inc. is the owner and assignee of all right, title, and interest
in and to the ’018 patent, including the right to assert all causes of action arising under the 018
patent and the right to sue and obtain remedies for past, present, and future infringement.

61. The ’018 patent concerns “access to private computer networks” for allowing
“users to interact with a remote configurable network service to create and configure computer
networks.” (’018 patent at Abstract.)

62. The *018 patent improves security in virtual computer networks by “providing users
with access to computer networks, such as under the control of a configurable network service
available to remote users.” (/d. at 2:21-23.) Furthermore, “[a]fter configuring such a computer

network, the user may interact from one or more remote locations with the computer network being
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provided to the user by the configurable network service, such as to execute programs on the
computing nodes of the provided computer network.” (/d. at 2:30-35.)

63. The *018 patent describes techniques for “[e]stablishing secure remote access” to
“computer networks.” (Id. at Title.) The *018 patent specification describes that “virtualization
technologies” allow management of “large-scale computing resources” thereby “allowing various
computing resources to be efficiently and securely shared by multiple customers.” (Id. at 1:44-
47.) However, these approaches do not provide a secure solution for remote users to interact with
virtual resources.

64. The *018 patent provides a technological solution that allows “a remote user [to]
interact with a configurable network service over public networks in order to create and configure
a computer network.” (/d. at 2:24-30.) The computer network of the network service is configured
according to “network topology information” received from the remote user. (/d.) The
“configuration information” received from the remote user may “include routing information or
other interconnectivity information between networking devices and/or groups of computing
devices.” (Id. at 9:53-57.) The remote user configures a computer network and “interact[s] from
one or more remote locations with the computer network being provided to the user.” (/d. at 2:30-
35.)

65. The 018 patent techniques provide the technical advantage of enhanced security
for remote users of the computer networks. For example, the 018 patent techniques “manage
communications between the computing nodes” and “external computing systems” in order to
“enforce specified network access constraints, as well as to manage configured access mechanisms
for remote resource services and secure connections to remote client private computer networks.”

(Id. at 10:36-43.)
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66. The claimed elements of the ’018 patent also provide an inventive concept
individually and as an ordered combination. Organizations use private networks for
communication between computing devices. (Id. at 1:24-30.) However, access may have to be
provided to such computing devices from remote locations, thereby increasing the likelihood of
malicious attacks on the private network. (/d. at 18:53-63.) These problems are further
exacerbated in virtual networks since conventional networking techniques often do not work on
virtual networks as computing devices are mapped to virtual network addresses that are distinct
from their physical network addresses. The claims of the 018 patent provide secure access to
virtual computer networks. (/d. at claim 18.) The system provides a computer network to a client
by performing an ordered sequence of actions including selecting multiple computing nodes,
provisioning the selected computing nodes for use in a computer network, and configuring
hardware devices to route communications according to a network topology specified by a user.
(Id.) After providing the computer network, the system receives a request for a secure connection
to the computer network from a remote location. (Id.) After receiving the request, the system
responds by providing the configuration information to allow devices in the remote location to
participate in the secure connection. (/d.) These actions and the configuration interface of the
ordered combination together provided an advancement over the conventional networking
technology at the time resulting in multiple benefits based on a user’s configuration specification
including beneficially “provid[ing] private or other specialized access to one or more remote
resource services.” (Id. at 13:7-10.)

F. The 080 patent

67. On November 29, 2022, the USPTO issued the 080 patent, titled “Using virtual

networking devices and routing information to associate network addresses with computing
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nodes.” The 080 patent issued from U.S. patent application No. 17/119,944, filed on December
11,2020. A true and correct copy of the 080 patent is attached as Exhibit F.

68.  Amazon Technologies, Inc. is the owner and assignee of all right, title, and interest
in and to the *080 patent, including the right to assert all causes of action arising under the 080
patent and the right to sue and obtain remedies for past, present, and future infringement.

69. The *080 patent “provid[es] virtual networking functionality for managed computer
networks” that may be accessed by clients “from remote locations over one or more intervening
networks.” (080 patent at 2:13-23.)

70. The ’080 patent provides improvements to virtualization technologies by
“providing virtual networking functionality for managed computer networks.” (Id. at 2:13-16.)
The techniques disclosed in the *080 patent “enable a user to configure ... a network topology for
a managed computer network” by “separat[ing] multiple computing nodes of the managed
computer network into multiple logical sub-networks” and providing “networking functionality
corresponding to the ... network topology.” (/d. at 2:23-40.) For example, a physical computer
network is “emulate[ed]” using “virtual networking devices” without “physically implementing
the ... network topology” and “without physically providing those networking devices.” (/d. at
2:40-48.)

71. Prior to the ’080 patent, providing, administering, and managing large-scale
computing resources associated with data centers and computer networks had become increasingly
complicated. (/d. at 1:36-40.) Computer networks operated by companies and other organizations
interconnected numerous computing systems, for which data centers housing the systems provided
different levels of service depending on their geographic location and operating entity. (/d. at

1:19-36.) Existing virtualization technologies for commodity hardware provided some benefits
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but allowed only a single physical computing machine to be shared among multiple users. (/d. at
1:41-57.) Thus, there was no well-understood, routine, and conventional way to manage large-
scale computer networks provided by a configurable network service effectively and securely.
(See id. at 1:19-57.)

72. The 080 patent improves upon the prior art by inventing techniques that enable a
user to configure or otherwise specify a network topology for a managed computer network and
subsequently provide the user virtual networking functionality corresponding to the specified
topology. (/d. at 2:23-48.) Such functionality is provided by allowing at least some computing
nodes of the managed computer network to dynamically signal particular types of uses of one or
more indicated target network addresses based on routing information in routing communications
received from the computing nodes. (/d. at 4:32-38.) The configurable network service can then
use this information to dynamically configure the network topology of the managed computer
network. (/d. at 4:39-5:9.) These techniques provide benefits including enabling an overlay of the
virtual computer network on the substrate network without encapsulating communications or
configuring physical networking devices of the substrate network; limiting communications to and
from computing nodes of a particular virtual computer network to other computing nodes that
belong to that virtual computer network; and allowing a user to dynamically modify the size of a
virtual computer network. (/d. at 14:41-15:23.) The technological solutions offered by the 080
patent thus overcome the shortcomings of the prior art by disclosing specific and concrete
techniques for users or entities to effectively and securely manage large-scale computer networks
provided by a configurable network service.

73. The claimed elements of the 080 patent also provide an inventive concept

individually and as an ordered combination. These elements encompass new technical solutions
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and improvements including “providing the first virtual computer network to the first client
according to the first configuration information, wherein the first virtual computer network is

29 ¢

overlaid on a substrate network of the configurable network service,” “assigning one of the
network addresses in the first range to one of the computing nodes in the first virtual computer
network,” and “routing, using the virtual peering router, network traffic from the computing nodes
of the first virtual computer network to the computing nodes of the second virtual computer
network over the substrate network.” (/d. at claim 1.) The ordered combination of these steps is
inventive because it was not well-understood, routine, or conventional at the time of invention to
associate providing different virtual computer networks to different clients according to different
sets of received configuration information together with assigning network addresses from the
configuration information to and subsequently routing network traffic between the computing
nodes of the different networks. The ordered combination of these steps thus provides a technical
solution allowing computing nodes of the network to dynamically signal particular types of uses
of indicated target network addresses based on routing information, which can further be used to

dynamically configure the topology of the network. (/d. at 4:39-56.)

VIRTUAL NETWORKING PERFORMANCE

74. The following Asserted Patent provides and improves techniques for effectively
supporting and exploiting virtual networking technology, for example, by improving the efficiency
of virtual networks in cloud platforms.

G. The 912 patent

75. On September 19, 2017, the USPTO issued the 912 patent, titled “Virtual machine
configuration.” The *912 patent issued from U.S. patent application number 13/686,683, filed on

November 27, 2012. A true and correct copy of the 912 patent is attached as Exhibit G.
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76.  Amazon Technologies, Inc. is the owner and assignee of all right, title, and interest
in and to the *912 patent, including the right to assert all causes of action arising under the *912
patent and the right to sue and obtain remedies for past, present, and future infringement.

77. The °912 patent concerns “launching a virtual machine and then configuring the
virtual machine after launch.” (°912 patent at Abstract.)

78. The *912 patent improves virtualization technologies by allowing “launching [of]
a virtual machine” using a virtual machine image “and then configuring the virtual machine after
launch” with “metadata configuration data.” (/d. at Abstract.) Prior to the 912 patent, snapshots
were used “to create a new virtual machine image,” but “updates [were] often ignored.” (/d. at
1:23-29.) The techniques disclosed in the 912 patent provide the “advantages of using a snapshot,
but with updates applied to the VM image.” (/d. at 5:21-23.) A “virtual machine image
configuration” is “used to launch a virtual machine” and “metadata configuration information” is
“used to further configure the virtual machine after launch.” (/d. at Abstract.) This allows “third-
party vendor[s]” to apply “updates [to] the VM image.” (/d. at 5:21-23.)

79. The *912 patent describes techniques for “[v]irtual machine configuration.” (/d. at
Title.) As described in the 912 patent, virtual machines are configured using a “virtual machine
image” that contains “data needed to launch a virtual machine in a virtual environment.” (/d. at
1:5-7.) Traditional techniques for configuring virtual machines use “[s]napshots ... to create a
new virtual machine image.” (/d. at 1:23-24.) However, these techniques use “virtual machine
images made from snapshots” that ignore “updates.” (Id. at 1:28-29.) Such an approach has
drawbacks, “[f]or example, if Linux has a new security patch release, a cloud provider may update
the source virtual machine image, but any already-created snapshot[s]” are not updated. (/d. at

1:29-35.) Alternate approaches to solve these problems also have drawbacks, for example,
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significant overhead is required if a “third party” “takes the updated source virtual machine image,
adds the same components to it and again re-packages it as a new virtual machine image.” (/d.)

80. The ’912 patent provides a technological solution to these problems by storing
“[m]etadata configuration information” “in conjunction with virtual machine image configuration
data.” (Id. at Abstract.) The “virtual machine image configuration data” is used to “launch a
virtual machine” and “metadata configuration information” is used to “further configure the virtual
machine after launch.” (1d.)

81. The techniques disclosed in the *912 patent provide several technical advantages.
For example, the VM image is improved upon in that it is customizable and more easily controlled
by the user. Specifically, the VM image can be configured differently for different users by
allowing a “third-party vendor” to inject “metadata configuration information ... into the VM
registration record to change how a VM is configured upon launch by” different users. (/d. at 5:3-
6.) The VM image can be changed in a manner that is “transparent to a user, as the user continues
to use the same VM image identifier” and a “third-party vendor” obtains “the advantages of using
a snapshot, but with updates applied to the VM image.” (/d. at 5:16-23.) Accordingly, the 912
patent provides a technical improvement to the process of installing VM images by allowing
changes to the VM images in a manner transparent to the user.

82. Thus, the 912 patent’s claimed methods and systems for providing logical
networking functionality for computer networks are a concrete technical contribution and not
simply the embodiment of an abstract idea. They involve a specific system for launching a VM

image and using metadata configuration information after a VM image is launched to customize

the virtual machine.
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83. The claimed elements of the ’912 patent also provide an inventive concept
individually and as an ordered combination. Prior art techniques to launch VMs used a snapshot
of the VM that created a copy of the volume of the VM at a given point in time. The snapshot
preserved the state of the virtual machine and therefore ignored subsequent updates to the VM
image unless the VM image was repackaged with the recent updates. (/d. at 1:28-35.) The ordered
combination of claimed elements in the claims of the *912 patent established techniques to allow
the launched VM to be updated without requiring the VM image to be repackaged. As a first
action, the system determines a virtual machine image, a virtual machine image configuration, and
metadata configuration information, together associated with launching the virtual machine. (/d.
at claim 10.) Both the virtual machine image configuration and the metadata configuration
information are identified by a single Application Programming Interface request. As a second
action, the system next launches the virtual machine using the virtual machine image and the
virtual machine image configuration. (/d.) As a third action, the system supplies the metadata
configuration information to the launched virtual machine as part of the launching process so that
the virtual machine can use the metadata configuration information to customize itself after
launching. (/d.) The claimed elements beneficially overcome the problem of the prior art
techniques that used snapshots, for example, by allowing a third-party vendor to inject metadata
configuration information into a VM registration record while a service center updates a pointer
to a virtual machine image. (/d. at 4:57-62.) These actions and their ordered combination together
improve upon the conventional technology and create the technical advantage of allowing the VM
image to be updated transparently for the user, since the user used the same VM Image identifier.

(Id. at 5:16-23.)
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DISTRIBUTED PROGRAM EXECUTION & MANAGEMENT

84. The following Asserted Patents provide and improve techniques for implementing
serverless computing by allowing cloud platforms to dynamically allocate and manage resources
used to execute distributed programs on the cloud platform. These techniques include autoscaling
of virtual machines used to execute distributed programs, automatically terminating distributed
programs as necessary, effectively placing and distributing distributed programs, load balancing,
and other techniques.

H. The °194 patent

85. On August 23, 2022, the USPTO issued the ’194 patent, titled “Dynamically
modifying a cluster of computing nodes used for distributed execution of a program.” The 194
patent issued from U.S. patent application number 17/128,746, filed on December 21, 2020. A
true and correct copy of the 194 patent is attached as Exhibit H.

86.  Amazon Technologies, Inc. is the owner and assignee of all right, title, and interest
in and to the *194 patent, including the right to assert all causes of action arising under the 194
patent and the right to sue and obtain remedies for past, present, and future infringement.

87. The ’194 patent concerns “managing distributed execution of programs” by
“dynamically modifying the distributed program execution in various manners,” such as, for
example, “adding and/or removing computing nodes from a cluster that is executing the program,
modifying the amount of computing resources that are available for the distributed program
execution, terminating or temporarily suspending execution of the program (e.g., if an insufficient
quantity of computing nodes of the cluster are available to perform execution), etc.” (*194 patent

at Abstract.)
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88. The ’194 patent provides improvements to virtualization technologies by
“dynamically monitoring the ongoing distributed execution of a program on a cluster of multiple
computing nodes and dynamically modifying the distributed program execution in various
manners based on the monitoring.” (Id. at 2:30-36.) The dynamic monitoring includes
“determining the status of execution of the program on each of the multiple computing nodes
and/or determining the aggregate usage of one or more types of computing resources across the
cluster of multiple computing nodes by the distributed program execution.” (Id. at 2:36-41.) The
distributed program execution is dynamically modified by “adding and/or removing computing
nodes from the cluster that is executing the program, modifying the amount of computing resources
that are available for the distributed program execution, temporarily throttling usage of computing
resources by the distributed program execution,” or “terminating or temporarily suspending
execution of the program.” (Id. at 2:41-54.)

89.  Prior to the 194 patent, there had been rapid growth in distributed computing and
“data centers housing significant numbers of interconnected computing systems [had] become
commonplace.” (Id. at 1:35-41.) The ’194 patent explains that “as the scale and scope of typical
data centers has increased, the task of provisioning, administering, and managing the physical
computing resources has become increasingly complicated.” (Id. at 1:46-49.) Without proper
management of the physical computing resources, programs could use more resources than they
should be allocated, becoming bottlenecks for the entire system. (/d. at 2:41-55, 30:41-50.) In
other scenarios, programs could fail to execute if “insufficient quantity of computing nodes of the
cluster are available to perform execution” or to complete execution in the allocated timeframe.
(Id. at 2:41-54, 34:66-35:7.) These problems were compounded by virtualization technologies that

allowed “‘a single physical computing machine to be shared among multiple users” or “a single
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virtual machine with multiple virtual processors that actually spans multiple distinct physical
computing systems.” (Id. at 1:54-2:2.) There was no well-understood, routine, and conventional
way to effectively provision, administer, and manage the physical computing resources for virtual
machines in large-scale distributed systems to address these growing issues.

90. The ’194 patent provides a technical solution to communicate program
configuration information, monitor the status of program execution, and dynamically allocate
resources for virtual machines based on that monitoring information in large-scale distributed
computing systems. (Id. at 2:29-55.)

91. The °194 patent describes the Distributed Program Execution Service System
Manager (“DPESSM”) that provides a service for distributed program execution by “executing
multiple programs on behalf of multiple customers.” (/d. at 2:56-3:4.) The DPESSM manages
the computing nodes allocated to customers, allows customers to communicate program
information and execution requirements, and configures and initiates execution of the programs in
the distributed system. (/d. at 8:20-8:49, 8:50-9:4.) For example, the 194 patent’s claim 1 recites
“receiving, by one or more configured computing systems of a program execution service that
provides computing resources available to multiple users of the program execution service,
instructions from a first user to execute a program using specified configuration information, the
specified configuration information including a first number of virtual machines (VMs) to use to
execute the program and a set of instructions specifying how to modify a number of VMs used
during execution of the program based on resource utilization metrics.” The ability to receive
specific program execution and configuration information related to computing resources for
virtual machines on a distributed system was a concrete, technological improvement over the prior

art. This type of personalized configuration allows users to specify the computing resources
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needed to execute a program, but also allows users to limit the computing resources consumed to
limit costs. This technical advantage over the prior art was recognized in the industry. For
example, by using the AWS cloud, companies were able to efficiently use “many GPU cores, CPU
cores, and AWS instances” to train “multiple models either from different datasets or
configurations.” (Alex Chen, et al., Distributed Neural Networks with GPUs in the AWS Cloud,
Medium (Feb. 10, 2014), https://netflixtechblog.com/distributed-neural-networks-with-gpus-in-
the-aws-cloud-ccf71e82056b.)

92. The DPESSM also solved the technological problem of programs failing to execute
due to insufficient resources by monitoring all computing nodes, storing information related to
physical resources of each computing node, and dynamically allocating additional computing
nodes to allow the program to complete execution or temporarily throttling usage of computing
resources. (’194 patent at Figs. 2A-2C, 2:41-54, 13:41-14:16, 14:46-15:6, 17:17-44, 18:59-19:5,
22:1-46.) For example, claim 1 recites “monitoring, by the one or more configured computing
systems during the execution of the program, a resource utilization of the group of VMs, wherein
the resource utilization is based on a measured amount of a resource used by the group of VMs.”
(Id. at claim 1.) The ’194 patent explains that “[sJuch monitoring of the execution of execution
jobs may provide various benefits, such as to determine when to later initiate execution of other
execution jobs.” (Id. at 19:60-20:9.) This monitoring and tracking of performance of the
distributed program execution also “provide[s] various benefits, such as to enable the ongoing
intermediate execution and data state from the partial execution of the execution job to be tracked
and used” in re-allocating node clusters to increase or decrease computing resources within the

distributed system. (/d. at 4:14-38, 20:9-23.)
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93. The claimed elements of the ’194 patent also provide an inventive concept
individually and as an ordered combination. The technological solutions provided by the *194
patent solve problems specific to large-scale distributed systems that effectively provision,
administer, and manage distributed program execution by dynamically modifying clusters of
computing nodes running virtual machines. For example, claim 1 recites “modifying, by the one
or more configured computing systems, a quantity of VMs in the group of VMs for use in further
execution of the program, wherein the modifying includes adding one or more additional VMs to
the group of VMs while the execution of the program is ongoing and using the one or more
additional VMs for further execution of the program, wherein adding the one or more additional
VMs to the group of VMs includes allocating computing resources of one or more physical
computing systems to the one or more additional VMs.” (Id. at claim 1.) It was an improvement
upon the prior art to modify a quantity of VMs in a group of VMs for use in further execution of
a program by adding one or more additional VMs while the execution of the program is ongoing
and furthermore, using the additional VMs for further execution of the program, and allocating
computing resources of physical computing systems to the additional VMs. This technical
advantage of dynamically adjusting computing resources based on configuration or demand was,
and is, widely recognized as one of the main benefits of using the AWS Cloud over other solutions.
The industry widely recognized this benefit in “us[ing] a reasonable number of machines to
implement a powerful machine learning solution” through program customization and by
“leverag[ing] the full, on-demand computing power we can obtain from AWS.” (Alex Chen, et
al., Distributed Neural Networks with GPUs in the AWS Cloud, Medium (Feb. 10, 2014),
https://netflixtechblog.com/distributed-neural-networks-with-gpus-in-the-aws-cloud-

ccf71e82056b.) The claim elements, and the ordered combination of each of the elements of the

34



Case 1:24-cv-00891-UNA Document 1 Filed 07/30/24 Page 35 of 186 PagelD #: 35

claim, provide an inventive technological solution for the particular technological environment of
virtual machines in a distributed computing, that solved critical shortcomings in the prior art.

L. The °909 patent

94. On May 3, 2016, the USPTO issued the 909 patent, titled “Dynamically modifying
a cluster of computing nodes used for distributed execution of a program.” The *909 patent issued
from U.S. patent application number 13/620,805, filed on September 15, 2012. A true and correct
copy of the 909 patent is attached as Exhibit 1.

95.  Amazon Technologies, Inc. is the owner and assignee of all right, title, and interest
in and to the *909 patent, including the right to assert all causes of action arising under the 909
patent and the right to sue and obtain remedies for past, present, and future infringement.

96. The *909 patent concerns “distributed execution of programs,” for example, by
“dynamically modifying a cluster of computing nodes used for distributed execution of a
program.” (909 patent at Abstract, Title.)

97. The °909 patent improves virtualization technologies by allowing users to
“manag[e] distributed execution of programs” by “dynamically monitoring the ongoing distributed
execution of a program on a cluster of multiple computing nodes, and dynamically modifying the
distributed program execution.” (/d. at 2:21-27.) The “dynamic modifying of the distributed
program execution” provides several advantages, for example “[c]luster expansion” may be
performed “to enable program execution to complete sooner,” for example, “if execution on one
or more cluster computing nodes is taking longer than expected” “additional computing nodes”
provide access to “additional computing resources that were lacking.” (/d. at 2:33-34, 4:5-35.)
Similarly, “[c]luster shrinking” may be performed to “efficiently use resources,” for example, “if

the distributed program execution is progressing faster than expected.” (/d. at 4:29-35.)
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98.  Prior to the 909 patent, there had been rapid growth in distributed computing and
“data centers housing significant numbers of interconnected computing systems [had] become
commonplace.” (Id. at 1:27-29.) The *909 patent explains that “as the scale and scope of typical
data centers has increased, the task of provisioning, administering, and managing the physical
computing resources has become increasingly complicated.” (Id. at 1:38-41.) Without proper
management of the physical computing resources, programs could use more resources than they
should be allocated, becoming bottlenecks for the entire system. (/d. at 2:37-43, 30:45-53.) In
other scenarios, programs could fail to execute if “insufficient quantity of computing nodes of the
cluster are available to perform execution” or complete execution in the allocated timeframe. (/d.
at 2:44-46, 34:1-9.) These problems were compounded by virtualization technologies that allowed
“a single physical computing machine to be shared among multiple users” or “a single virtual
machine with multiple virtual processors that actually spans multiple distinct physical computing
systems.” (Id. at 1:46-61.) There was no well-understood, routine, and conventional way to
effectively provision, administer, and manage the physical computing resources in large-scale
distributed systems to address these growing issues.

99. The 909 patent provides an inventive technological solution to communicate
program configuration information, monitor the status of program execution, and dynamically
allocate resources based on that monitoring information in large-scale distributed computing
systems. (/d. at 2:22-49.)

100. The ’909 patent describes the Distributed Program Execution Service System
Manager (“DPESSM”) that provides a service for distributed program execution by “executing
multiple programs on behalf of multiple customers.” (/d. at 2:48-63.) The DPESSM manages the

computing nodes allocated to customers, allows customers to communicate program information
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and execution requirements, and configures and initiates execution of the programs in the
distributed system. (/d. at 8:5-9:5.) For example, claim 21 recites “one or more components of a
distributed execution service that are configured to, when executed by at least one of the one or
more processors, and for each of multiple programs to be executed: select a subset of a plurality
of available computing nodes to use for executing the program in a distributed manner.” (/d. at
claim 21.) The ability to receive specific program execution and configuration information related
to computing resources for virtual machines on a distributed system was a concrete, technological
improvement over the prior art. This type of personalized configuration allows users to specify
the computing resources needed to execute a program, but also allows users to limit the computing
resources consumed to limit costs. This benefit over the prior art was recognized in the industry.
For example, by using the AWS cloud companies were able to efficiently use “many GPU cores,
CPU cores, and AWS instances” to train “multiple models either from different datasets or
configurations.” (Alex Chen, et al., Distributed Neural Networks with GPUs in the AWS Cloud,
Medium (Feb. 10, 2014), https://netflixtechblog.com/distributed-neural-networks-with-gpus-in-
the-aws-cloud-ccf71e82056b.)

101. The DPESSM also solved the technological problem of programs failing to execute
due to insufficient resources by monitoring all computing nodes, storing information related to
physical resources of each computing node, and dynamically allocating additional computing
nodes to allow the program to complete execution. (’909 patent at Figs. 2A-2C, 13:16-57, 14:19-
46, 16:52-17:11, 18:25-38, 20:59-21:28.) For example, claim 21 recites “determine, while at least
one of the subset of computing nodes is still executing at least one of the jobs of the program, that
an actual amount of computing resources being used by the multiple computing nodes to execute

the indicated program differs from an expected amount of computing resources.” (/d. at claim 21.)
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The 909 patent explains that “[sJuch monitoring of the execution of execution jobs may provide
various benefits, such as to determine when to later initiate execution of other execution jobs.”
(Id. at 19:25-32.) This monitoring and tracking of performance of the distributed program
execution also “provide[s] various benefits, such as to enable the ongoing intermediate execution
and data state from the partial execution of the execution job to be tracked and used” in re-
allocating node clusters to increase or decrease computing resources within the distributed system.
(Id. at 4:10-49, 19:41-46.)

102. The claimed elements of the 909 patent also provide an inventive concept
individually and as an ordered combination. The technological solutions provided by the *909
patent solve problems specific to large-scale distributed systems, which must effectively provision,
administer, and manage distributed program execution, by dynamically modifying clusters of
computing nodes. For example, claim 21 recites “based on the determining, initiate a change in a
quantity of the computing nodes of the subset being used for the executing of the program.” (/d.
at claim 21.) It was an improvement over the prior art to modify a quantity of computing nodes
for use in further execution of a program by adding one or more additional computing nodes while
the execution of the program is ongoing and furthermore, using the additional computing nodes
for further execution of the program, and allocating computing resources of physical computing
systems to the additional computing nodes. This technical advantage of dynamically adjusting
computing resources based on configuration or demand was, and is, widely recognized as one of
the main benefits of using the AWS Cloud over other solutions. The industry widely recognized
this benefit in “us[ing] a reasonable number of machines to implement a powerful machine
learning solution” through program customization and by “leverag[ing] the full, on-demand

computing power we can obtain from AWS.” (Alex Chen, et al., Distributed Neural Networks

38



Case 1:24-cv-00891-UNA Document 1 Filed 07/30/24 Page 39 of 186 PagelD #: 39

with GPUs in the AWS Cloud, Medium (Feb. 10, 2014), https://netflixtechblog.com/distributed-
neural-networks-with-gpus-in-the-aws-cloud-ccf71e82056b.) This claim element, and the ordered
combination of each of the elements of the claim, provide an inventive technological solution for
the particular technological environment of computing nodes in a distributed computing, and
solved critical shortcomings in the prior art.

J. The °211 patent

103.  On February 2, 2016, the USPTO issued the ’211 patent, titled ‘“Managing
communications between computing nodes.” The *211 patent issued from U.S. patent application
number 13/843,287, filed on March 15,2013. A true and correct copy of the *211 patent is attached
as Exhibit J.

104. Amazon Technologies, Inc. is the owner and assignee of all right, title, and interest
in and to the 211 patent, including the right to assert all causes of action arising under the ’211
patent and the right to sue and obtain remedies for past, present, and future infringement.

105. The 211 patent concerns “managing the execution of programs on multiple
computing systems,” for example, by “managing communications between multiple
intercommunicating computing nodes.” (’211 patent at Technical Field, Abstract.) The ’211
patent improves virtualization technologies by allowing users to “manag[e] execution of programs
on multiple computing systems.” (Id. at 2:58-59.) For example, a “program execution service
[uses] a variety of factors to select an appropriate computing system to execute an instance of a
program.” (Id. at 2:62-65.) These factors include “geographical and/or logical location, such as
in one of multiple data centers that house multiple computing machines available for use.” (/d. at
4:56-67.) Such locations may include “one of multiple data centers that house multiple computing

machines available for use, on multiple computing systems that are proximate to each other” or
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“computing system[s] that are proximate to computing systems executing one or more other
indicated program instances.” (/d.) The techniques disclosed in the *211 patent provide benefits,
for example, “enhanced reliability” in case of “network outages or other problems,” “failure of [a]
computing system,” or “high network bandwidth for communications between instances of [an]
executing program.” (Id. at 5:50-6:7.)

106. The *211 patent describes techniques for “managing the execution of programs on
multiple computing systems.” (Id. at 2:58-59.) The 211 patent specification describes that
although “[d]ata centers housing significant numbers of interconnected computing systems have

9% ¢

become commonplace,” “the task of provisioning, administering, and managing the physical
computing resources has become increasingly complicated.” (/d. at 1:18-19, 1:30-32.) While
“virtualization technologies for commodity hardware” provided a “partial solution,” a problem
still arose in how to “allow communications between [systems operated by or on behalf of each
customer] (if desired by the customer) while restricting undesired communications to those
systems from other systems.” (/d. at 1:33-35, 1:53-60.)

107.  Although traditional firewalls could be used to address some of these kinds of
problems in part, problems persisted. Traditional firewalls still permitted malicious actors to create
resource outages. (Id. at 1:62-67.) Traditional firewalls lacked the ability to dynamically provision
resources. (Id. at 1:67-2:4.) And traditional firewalls could not “dynamically determine
appropriate filtering rules required to operate correctly.” (/d. at 2:6-8.)

108. The *211 patent provides a technological solution to these problems that firewalls

could not solve. The *211 patent’s techniques “allow users to efficiently specify communications

policies that are automatically enforced via management of data transmissions for multiple
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computing nodes, such as for multiple hosted virtual machines operating in one or more data
centers or other computing resource facilities.” (/d. at 2:10-15.)

109. The °211 patent describes techniques for “executing multiple programs on behalf
of multiple users.” (/d. at 2:58-62.) It recites a “variety of factors” for provisioning, administering,
and managing the appropriate computing systems on which to execute programs. (Id. at 2:63-3:2.)
The °211 patent identifies factors such as “the location of one or more previously stored copies of
[a] program” and which computing systems are “proximate” geographically or logically. (/d. at
2:62-3:13.) The ’211 patent claims recite multiple criteria for use in determining which computing
nodes to use for execution of the virtual machine: the nodes’ geographic location; the number of
nodes required; the minimum or maximum number of instances to execute; initiation and
termination times; user-specified resource criteria; amount of memory, processor usage, network
bandwidth, disk space or swap space required; and minimum or maximum resources to be used.

110. The ’211 patent techniques provide the technical advantage of enhanced reliability.
For example, distributing multiple instances that are to be run at the same time, among computing
programs “that are members of different groups” provides “enhanced reliability in the face of
group-specific network outages or other problems.” (/d. at 5:50-59.) In another example,
executing multiple instances on multiple computing systems provides “enhanced reliability in the
face of failure” or “loss of connection” to a single system. (/d. at 5:63-67.)

111. The ’211 patent techniques provide the technical advantage of increased network
bandwidth for transmission of data. The service may execute multiple instances in a single data
center to provide “relatively high network bandwidth for communications between instances.” (/d.

at 6:2-7.)
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112. The claimed elements of the 211 patent also provide an inventive concept
individually and as an ordered combination. Early data centers with fewer computing resources
were simple enough to function without the advanced scalable management technology afforded
by the ’211 patent. As the scale and scope of data centers increased, the need arose for new
methods to manage a vast fleet of computing resources. (/d. at 1:18-32.) The elements in the
claims of the 211 patent established multiple new techniques, uniquely advantageous to the
newly-expanded scale of data centers, that permitted users to coordinate program execution
configurations remotely and efficiently. (/d. at 1:6-14.) A user specifies configuration
information to execute a specific program through a remote interface providing access to a program
execution service. (See id. at claim 1.) After receiving the configuration information, the system
does not merely execute a program using that information as was conventionally done. Instead,
the system performs further actions to enhance the effectiveness of the user’s configuration input
without requiring the user to perform additional custom configurations to accommodate the
increased scale of computational resources available. The actions of the system reduce the
possibility of errors that could be introduced by forcing a user to engage in multiple configuration
requests. (See id. at 1:67-2:9.) The first action selects computing nodes from among the available
resources to use in executing potentially multiple instances of the specific program, mitigating the
need for the user to specify specific system resources for program execution. (See id. at claim
1.) The second action manages the execution of potentially multiple instances of the specific
program, applying at least the configuration information received from the user via the specialized
configuration interface, removing the need for the user to provide resource-specific
configurations. (See id. at 21:60-63.) In taking these actions the system considers, for example,

communications, resource, and permissions capabilities of multiple pieces of physical hardware
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without the need for additional configuration steps to be taken by the user. (See id. at 3:14-30.) For
example, claim 23 provides the technical solution of using geographic location to determine choice
of computing nodes, describing a service “having a plurality of computing nodes located in
multiple geographic locations.” (Id. at claim 23.) The service uses configuration information that
“indicates one or more geographical locations in which at least one indicated program is to be
executed” to select multiple computing nodes to use for execution of the indicated program. (/d.)
These actions and the configuration interface of the ordered combination together provided an
advancement over the conventional technology at the time resulting in multiple benefits based on
a user’s configuration specification.

K. The 593 patent

113.  On April 11, 2017, the USPTO issued the *593 patent, titled “Managing execution
of programs by multiple computing systems.” The 593 patent issued from U.S. patent application
number 14/928,659, filed on October 30, 2015. A true and correct copy of the ’593 patent is
attached as Exhibit K.

114.  Amazon Technologies, Inc. is the owner and assignee of all right, title, and interest
in and to the ’593 patent, including the right to assert all causes of action arising under the ’593
patent and the right to sue and obtain remedies for past, present, and future infringement.

115. The 593 patent concerns “managing the execution of programs on multiple
computing systems,” for example, by “select[ing] appropriate computing systems to execute one
or more instances of a program for a user, such as based in part on configuration information
specified by the user.” (’593 patent at Abstract.)

116. The ’593 patent improves virtualization technologies by “managing the execution

of programs on multiple computing systems, such as on virtual machine nodes executing on the
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computing systems,” for example, to “select appropriate computing systems to execute ...
instances of a program for a user, such as based ... on configuration information specified by the
user.” (Id. at Abstract.) For example, techniques disclosed in the ’593 patent allow “data
transmission management systems executing as part of the application execution service” to
“control communications to and from the applications.” (/d. at 3:45-53.) As another example, the
“new groups of computing nodes” may be created and “access policies for the groups” specified
and the system is able to handle “changing conditions” such as “new application instances that are
executed, previously executing application instances that are no longer executing, and/or new or
adjusted access policies.” (Id. at 3:53-67.)

117.  The ’593 patent describes techniques for “managing communications between
multiple intercommunicating computing nodes.” (/d. at 2:66-67.) The ’593 patent specification
describes that although “data centers housing significant numbers of interconnected computing

99 ¢

systems have become commonplace,” “the task of provisioning, administering, and managing the
physical computing resources has become increasingly complicated” due to the increase in “scale
and scope” of data centers. (Id. at 1:22-23, 1:33-36.) While “virtualization technologies for
commodity hardware” provided a “partial solution,” a problem still arose in how to “allow
communications between [systems operated by or on behalf of each customer] (if desired by the
customer) while restricting undesired communications to those systems from other systems.” (/d.
at 1:37-43, 1:58-65.)

118.  Although traditional firewalls could be used to address some of these kinds of

problems in part, problems persisted. Traditional firewalls still permitted malicious actors to create

resource outages. (/d. at 1:67-2:5.) Traditional firewalls lacked the ability to dynamically
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provision resources. (Id. at 2:5-9.) And traditional firewalls could not “dynamically determine
appropriate filtering rules required to operate correctly.” (/d. at 2:10-15.)

119. The ’593 patent provides a technological solution to these problems that firewalls
could not solve. The 593 patent’s techniques “allow users to efficiently specify communications
policies that are automatically enforced via management of data transmissions for multiple
computing nodes, such as for multiple hosted virtual machines operating in one or more data
centers or other computing resource facilities.” (/d. at 2:17-22.)

120. The ’593 patent describes techniques for managing communications through
“virtual machine nodes” hosted on machines or systems. (/d. at 3:1-3.) The ’593 patent also
describes managing communications through “intermediary computing nodes” which are also
virtual machines. (/d. at 3:6-12.) Management techniques include “analyzing outgoing data
transmissions” to determine their authorizations, which may be based on “defined data
transmission policies” that specify what groups of destination nodes are authorized. (/d. at 3:18-
33.) Further, the 593 patent describes the technique of using negotiations between intermediary
nodes to determine authorization and storing the outcomes of those negotiations as rules. (/d. at
3:33-44.)

121.  The 593 patent also recites a “variety of factors” for selecting an appropriate
computing system to execute an instance of a program, including “the location of one or more
previously stored copies of [a] program” and which computing systems are “proximate”
geographically or logically. (Id. at 20:35-46, 20:50-56.)

122.  Many benefits result from the 593 patent’s techniques. Utilizing the location of a
previously-stored program results in “reduc[ing] the program execution startup latency.” (/d. at

23:16-22.) Using negotiated rules to authorize reply data transmissions “enable[s] some types of
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transmission protocols (e.g., TCP) to function effectively.” (/d. at 13:61-64.) Distributing multiple
instances that are to be run at the same time, among computing programs “that are members of
different groups” provides “enhanced reliability in the fact of group-specific network outages or
other problems.” (/d. at 23:33-40.) In another example, executing multiple instances on multiple
computing systems provides “enhanced reliability in the face of failure” or “loss of connection” to
a single system. (/d. at 23:44-48.)

123.  The ’593 patent techniques also provide the benefit of increased network bandwidth
for transmission of data. For example, the service may execute multiple instances in a single data
center to provide “relatively high network bandwidth for communications between instances.” (/d.
at 23:49-56.)

124.  The claimed elements of the 593 patent also provide an inventive concept
individually and as an ordered combination. Early data centers with fewer computing resources
were simple enough to function without the advanced scalable management technology afforded
by the ’593 patent. As the scale and scope of data centers increased, the need arose for new
methods to manage a vast fleet of computing resources. (/d. at 1:22-36.) The elements in the
claims of the ’593 patent established multiple new techniques, uniquely advantageous to the
newly-expanded scale of data centers, that permitted users to coordinate program execution
configurations remotely and efficiently. (/d. at 2:15-21.) A user could specify configuration
information to execute a specific program through a remote interface providing access to a program
execution service. (See id. at 21:40-59.) After receiving the configuration information, the system
would not merely execute a program using that information as was conventionally done. Instead,
the system would perform further actions to enhance the effectiveness of the user’s configuration

input without requiring the user to perform additional custom configurations to accommodate the
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increased scale of computational resources available. The actions of the system reduced the
possibility of errors that could be introduced by forcing a user to engage in multiple configuration
requests. (See id. at 2:9-14.) The first action would select computing nodes from among the
available resources to use in executing potentially multiple instances of the specific program,
mitigating the need for the user to specify specific system resources for program execution. (See
id. at 20:34-56, claim 23.) The second action would manage the execution of potentially multiple
instances of the specific program, applying at least the configuration information received from
the user via the specialized configuration interface, removing the need for the user to provide
resource-specific configurations. (See id. at 21:60-63, claim 23.) In taking these actions the
system could consider, for example, communications, resource, and permissions capabilities of
multiple pieces of physical hardware without the need for additional configuration steps to be taken
by the user. (See id. at 20:57-21:10, claim 23.) These actions and the configuration interface of
the ordered combination together provided an advancement over the conventional technology at
the time resulting in multiple benefits based on a user’s configuration specification.

L. The 419 patent

125.  On October 23, 2012, the USPTO issued the ’419 patent, titled “Dynamically
modifying a cluster of computing nodes used for distributed execution of a program.” The 419
patent issued from U.S. patent application number 12/415,725, filed on March 31, 2009. A true
and correct copy of the *419 patent is attached as Exhibit L.

126. Amazon Technologies, Inc. is the owner and assignee of all right, title, and interest
in and to the ’419 patent, including the right to assert all causes of action arising under the *419

patent and the right to sue and obtain remedies for past, present, and future infringement.
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127.  The ’419 patent concerns “distributed execution of programs.” (’419 patent at
Abstract.)

128. The 419 patent improves virtualization technologies by allowing users to
“manag[e] the distributed execution of programs” by “dynamically monitoring the ongoing
distributed execution of a program on a cluster of multiple computing nodes, and dynamically
modifying the distributed program execution.” (/d. at 2:15-27.) The “dynamic modifying of the
distributed program execution” provides several advantages, for example “[c]luster expansion ...
to enable program execution to complete sooner” or “[c]luster shrinking ... to more efficiently use
resources,” and so on. (/d. at Abstract, 4:5-35.)

129.  Prior to the ’419 patent, there had been rapid growth in distributed computing and
that “data centers housing significant numbers of interconnected computing systems ha[d] become
commonplace.” (Id. at 1:20-22.) The ’419 patent explains that “as the scale and scope of typical
data centers has increased, the task of provisioning, administering, and managing the physical
computing resources has become increasingly complicated.” (/d. at 1:31-35.) Without proper
management of the physical computing resources, programs could use more resources than they
should be allocated, becoming bottlenecks for the entire system. (/d. at 2:27-39, 30:39-46.) In
other scenarios, programs could fail to execute if “insufficient quantity of computing nodes of the
cluster are available to perform execution” or complete execution in the allocated timeframe. (/d.
at 2:37-39, 33:62-34:3.) These problems were compounded by virtualization technologies that
allowed “a single physical computing machine to be shared among multiple users” or “a single
virtual machine with multiple virtual processors that actually spans multiple distinct physical

computing systems.” (Id. at 1:42-44, 1:53-55.) There was no well-understood, routine, and
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conventional way to effectively provision, administer, and manage the physical computing
resources in large-scale distributed systems to address these growing issues.

130. The ’419 patent provides an inventive technological solution to communicate
program configuration information, monitor the status of program execution, and dynamically
allocate resources based on that monitoring information in large-scale distributed computing
systems. (/d. at2:15-42.)

131. The ’419 patent describes the Distributed Program Execution Service System
Manager (“DPESSM”) that provides a service for distributed program execution by “executing
multiple programs on behalf of multiple customers.” (/d. at 2:43-57.) The DPESSM manages the
computing nodes allocated to customers, allows customers to communicate program information
and execution requirements, and configures and initiates execution of the programs in the
distributed system. (/d. at 7:66-8:28, 8:29-67.) For example, claim 4 recites “receiving, by one or
more computing systems configured to provide a distributed program execution service having a
plurality of computing nodes, configuration information regarding executing an indicated program
on an indicated quantity of multiple of the plurality of computing nodes, wherein the executing of
the indicated program causes a plurality of jobs to be executed.” (/d. at claim 4.) The ability to
receive specific program execution and configuration information related to computing resources
for virtual machines on a distributed system was a concrete, technological improvement over the
prior art. This type of personalized configuration allows users to specify the computing resources
needed to execute a program, but also allows users to limit the computing resources consumed to
limit costs. This technical advantage was recognized in the industry. For example, by using the
AWS cloud companies were able to efficiently “many GPU cores, CPU cores, and AWS instances”

to train “multiple models either from different datasets or configurations.” (Alex Chen, et al.,
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Distributed Neural Networks with GPUs in the AWS Cloud, Medium (Feb. 10, 2014),
https://netflixtechblog.com/distributed-neural-networks-with-gpus-in-the-aws-cloud-
ccf71e82056b.)

132.  The DPESSM also solved the technological problem of programs failing to execute
due to insufficient resources by monitoring all computing nodes, storing information related to
physical resources of each computing node, and dynamically allocating additional computing
nodes to allow the program to complete execution. (’419 patent at Figs. 2A-2C, 13:13-54, 14:16-
43, 16:49-17:8, 18:22-35, 20:56-21:25.) For example, claim 4 recites “determining, by the one or
more configured computing systems at a second time subsequent to the first time, whether a
minimum subset of the multiple computing nodes have begun to execute the jobs of the indicated
program as expected.” (/d. at claim 4.) The ’419 patent explains that “[s]Juch monitoring of the
execution of execution jobs may provide various benefits, such as to determine when to later
initiate execution of other execution jobs.” (/d. at 19:22-29.) This monitoring and tracking of
performance of the distributed program execution also “provide[s] various benefits, such as to
enable the ongoing intermediate execution and data state from the partial execution of the
execution job to be tracked and used” in re-allocating node clusters to increase computing
resources within the distributed system. (/d. at 4:5-43, 19:38-43.)

133.  The claimed elements of the ’419 patent also provide an inventive concept
individually and as an ordered combination. The technological solutions provided by the ’419
patent solve problems specific to large-scale distributed systems that effectively provision,
administer, and manage distributed program execution by dynamically modifying clusters of
computing nodes. For example, claim 4 recites “in response to the determining, initiating a change

in a quantity of the multiple computing nodes that are used for executing the jobs of the indicated
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program.” (Id. at claim 4.) It was an improvement over the prior art to modify a quantity of
computing nodes for use in further execution of a program by adding one or more additional
computing nodes while the execution of the program is ongoing and furthermore, using the
additional computing nodes for further execution of the program, and allocating computing
resources of physical computing systems to the additional computing nodes. This technical
advantage of dynamically adjusting computing resources based on configuration or demand was,
and is, widely recognized as one of the main benefits of using the AWS Cloud over other solutions.
The industry widely recognized this benefit as “us[ing] a reasonable number of machines to
implement a powerful machine learning solution” through program customization and by
“leverag[ing] the full, on-demand computing power we can obtain from AWS.” (Alex Chen, et
al., Distributed Neural Networks with GPUs in the AWS Cloud, Medium (Feb. 10, 2014),
https://netflixtechblog.com/distributed-neural-networks-with-gpus-in-the-aws-cloud-
ccf71e82056b.) This claim element, and the ordered combination of each of the elements of the
claim, provide a concrete, inventive technological solution for the particular technological
environment of computing nodes in a distributed computing, that solved critical shortcomings in
the prior art.

COUNT I: PATENT INFRINGEMENT OF U.S. PATENT NO. 11,516,080

134.  Amazon incorporates by reference the preceding paragraphs as if fully stated
herein.

135. Amazon is informed and believes, and on that basis alleges, that Nokia has
infringed and is currently infringing one or more claims (e.g., claim 1) of the 080 patent in

violation of 35 U.S.C. § 271, and will continue to do so.
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136. Nokia has infringed and is currently infringing literally and/or under the doctrine
of equivalents, by, among other things, making, using, offering for sale, selling, and/or importing
within this judicial district and elsewhere in the United States, infringing products, including but
not limited to the Nuage Networks Virtualized Services Platform, in violation of 35 U.S.C.
§ 271(a).

137. By way of example only, the Nuage Network Virtualized Services Platform meets
all the limitations of at least independent claim 1 of the 080 patent, either literally or under the
doctrine of equivalents.

138. Exemplary claim 1 of the 080 patent recites:

1. A method, comprising:

performing, by one or more computing systems of a configurable
network service:

receiving first configuration information for a first virtual
computer network of computing nodes to be provided for a
first client, wherein the first configuration information
indicates a first range of network addresses to be assigned to
the computing nodes of the first virtual computer network;

providing the first virtual computer network to the first client
according to the first configuration information, wherein the
first virtual computer network is overlaid on a substrate
network of the configurable network service;

assigning one of the network addresses in the first range to
one of the computing nodes in the first virtual computer
network;

receiving second configuration information for a second
virtual computer network of computing nodes to be provided
for a second client, wherein the second configuration
information indicates a second range of network addresses
to be assigned to the computing nodes of the second virtual
computer network;

providing the second virtual computer network to the second
client according to the second configuration information,
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wherein the second virtual computer network is overlaid on
the substrate network of the configurable network service;

assigning one of the network addresses in the first range to
one of the computing nodes in the first virtual computer
network;

providing a virtual peering router configured to manage an
interconnection between the first virtual computer network

and the second virtual computer network; and

routing, using the virtual peering router, network traffic from
the computing nodes of the first virtual computer network to
the computing nodes of the second virtual computer network
over the substrate network.

139.  For the preamble of claim 1, to the extent the preamble is determined to be limiting,
the Nuage Network Virtualized Services Platform practices a “method, comprising: performing,
by one or more computing systems of a configurable network service.”

140. For example, the Nuage Networks Virtualized Services Platform enables
“Virtualized Cloud Services (VCS) [as] the data center and cloud networking framework™ that
allows “customers to automate the configuration, management and optimization of virtual

networks, as seen below.”?’

»Nuage Networks from Nokia, Nuage Networks Virtualized Services Platform,
https://www.nuagenetworks.net/platform/virtualized-services-platform/.
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Virtualized Cloud Services

Virtualized Cloud Services (V5] is the data center and doud networking framework
enabled by Nuage Metworks Virtualized Services Platform (VEP), It enables C5Ps and
their Teloo Cloud deployments as well as large enterprise data center customers to
autornate the configuration, management and optimization of wirtual networks,
inChuding security senices that provide tenant isolation and acoess controls to
individual applications and workloads.

Y5 is a non-disruptive software-defined networking [SDN) overlay for all virtuakzed
and non-virtualized server and network resounces. It B transpanent to the underlying
physical infrastructure and provides a complete doud networking framework that
requires no spedalized hardware. WCS can be deployed in ary miked ervironment

including Dodker containers, multi-hypenasor Virtual Machines [VMs), or bare metal
SOMVers.

141. Claim 1 of the *080 patent further recites “receiving first configuration information
for a first virtual computer network of computing nodes to be provided for a first client, wherein
the first configuration information indicates a first range of network addresses to be assigned to
the computing nodes of the first virtual computer network.”

142.  The Nuage Networks Virtualized Services Platform practices this limitation. For
example, the Nuage Networks Virtualized Services Platform (VSP) implements a VSP solution

that includes a Virtualized Services Directory (VSD) component, as seen below.*

3%Nuage Networks from Nokia, TECHNICAL DESCRIPTION, Nuage Networks
Virtualized Services Platform: Service Chaining (2016), https://www.nuagenetworks.net/wp-
content/uploads/2020/06/Nuage Networks Service Chaining Technical Description Documen
t EN-compressed.pdf, p. 1.
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The VSD component allows configuration of a virtual computer network using a VSD Architect

tool that receives a (first) range of network addresses as input.>!

3d. at pp.15-21.
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(Nuage Networks from Nokia, Nuage Networks Enterprise Extranet Solution Brief (2016),
https://www.nuagenetworks.net/wp-content/uploads/2020/06/Nuage Networks Extranet
_Solution_Brief Document.pdf, p. 2 (notation added).)

143. Claim 1 of the 080 patent further recites “providing the first virtual computer
network to the first client according to the first configuration information, wherein the first virtual
computer network is overlaid on a substrate network of the configurable network service” and
“assigning one of the network addresses in the first range to one of the computing nodes in the
first virtual computer network.”

144. The Nuage Networks Virtualized Services Platform practices this limitation. For
example, the Nuage Networks Virtualized Services Platform implements Nuage Networks
Virtualized Network Services (VNS) that are “based on an overlay model that uses any IP network

to provide underlay connectivity between sites. This gives you maximum flexibility for your
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locations and the support of multiple access/last-mile technologies including copper, fiber or

mobile broadband,” as seen below.>?
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145. Claim 1 of the ’080 patent further recites “receiving second configuration
information for a second virtual computer network of computing nodes to be provided for a second
client, wherein the second configuration information indicates a second range of network addresses
to be assigned to the computing nodes of the second virtual computer network.”

146. The Nuage Networks Virtualized Services Platform practices this limitation. For
example, the VSD Architect of the Nuage Networks Virtualized Services Platform receives a range
of network addresses from a user interface for configuring the second virtual network. The range

of network addresses is included in the second configuration information that is received by the

32Nuage Networks from Nokia, FLEXIBLE NETWORK SERVICES TO DRIVE YOUR
ENTERPRISE AT CLOUD SPEED: Solution Primer (2016), https://www.nuagenetworks.net/wp-
content/uploads/2020/06/Nuage Networks Drive your enterprise with VNS Solution Sheet
EN.pdf, p. 6.
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Nuage Networks Virtualized Services Platform for assigning network addresses to computing

nodes of the second virtual computer network.>?

[second virtual network] I [second range of network addresses]
: |
s ) ,' +*R¥ 0
\
! ]
| !
o \ '
1 4
[ '_’I =
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g I e

[second configuration information|

(Nuage Networks from Nokia, Nuage Networks Enterprise Extranet Solution Brief (2016),
https://www.nuagenetworks.net/wp-content/uploads/2020/06/Nuage Networks Extranet
_Solution_Brief Document.pdf, p. 2 (notation added).)

According to Nuage, the procedure may then be repeated for all subnets:

3Nuage Networks from Nokia, TECHNICAL DESCRIPTION, Nuage Networks
Virtualized Services Platform: Service Chaining (2016), https://www.nuagenetworks.net/wp-
content/uploads/2020/06/Nuage Networks Service Chaining Technical Description Documen
t EN-compressed.pdf, pp. 15-21.
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sis B ~

(Nuage Networks from Nokia, TECHNICAL DESCRIPTION, Nuage Networks Virtualized
Services  Platform:  Service  Chaining  (2016),  https://www.nuagenetworks.net/wp-
content/uploads/2020/06/Nuage Networks Service Chaining Technical Description Documen
t EN-compressed.pdf, p. 20, step 15.)

147. Claim 1 of the 080 patent further recites “providing the second virtual computer
network to the second client according to the second configuration information, wherein the
second virtual computer network is overlaid on the substrate network of the configurable network
service” and ““assigning one of the network addresses in the first range to one of the computing
nodes in the first virtual computer network.”

148. The Nuage Networks Virtualized Services Platform practices this limitation. For
example, the Nuage Networks Virtualized Services Platform provides the second configured

virtual computer network to a (second) client.>*

3*Nuage Networks from Nokia, Nuage Networks Enterprise Extranet Solution Brief
(2016), https://www.nuagenetworks.net/wp-content/uploads/2020/06/Nuage Networks Extranet
_Solution_Brief Document.pdf, p. 2.
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(Nuage Networks from Nokia, Nuage Networks Enterprise Extranet Solution Brief (2016),
https://www.nuagenetworks.net/wp-content/uploads/2020/06/Nuage Networks Extranet
_Solution Brief Document.pdf, p. 2 (notation added).)

149. The Nuage Networks Virtualized Services Platform practices “wherein the second
virtual computer network is overlaid on the substrate network of the configurable network
service.” For example, the Nuage Networks Virtualized Services Platform implements Nuage
Networks Virtualized Network Services (VNS) that are “based on an overlay model that uses any
IP network to provide underlay connectivity between sites.”®> Any IP network may be external or
internal, as shown in the figure above. The platform “unifies the management and provisioning of
virtual networks regardless of the underlying network technology, allowing seamless integration

9936

of IP/MPLS and broadband internet-connected sites and partners. According to Nuage

Networks, “[t]his technology is now providing the same benefits to multi-party private Extranets.

»Nuage Networks from Nokia, FLEXIBLE NETWORK SERVICES TO DRIVE YOUR
ENTERPRISE AT CLOUD SPEED: Solution Primer (2016), https://www.nuagenetworks.net/wp-
content/uploads/2020/06/Nuage Networks Drive your enterprise with VNS Solution Sheet
EN.pdf, p. 6.

3Nuage Networks from Nokia, Nuage Networks Enterprise Extranet Solution Brief
(2016), https://www.nuagenetworks.net/wp-content/uploads/2020/06/Nuage Networks Extranet
_Solution_Brief Document.pdf, p. 2.
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Nuage Networks Virtualized Network Services (VNS) SD-WAN solution provides policy-based

control to simplify the management and automation of Extranets, while maintaining security

controls and accelerating the time to integrate new Extranet partners and sites.”’

150. The Virtualized Services Platform provides an interconnection between the first
and second configured virtual computer networks, as shown below, in an interconnection or

“network sequencing of service functions” called “service chaining.”®

[interconnection between networks] L'-.
L.

I Wirtuad Sarvices Platform [VSP] o,

) .
Partragr Undruysted Carremen Hetwark s Sncwr iy T Ty Enterpeie Trusted Melwark
Netwark [Extranet] I Paliratt BEress BOth ey ED . :

(Nuage Networks from Nokia, Nuage Networks Enterprise Extranet Solution Brief (2016),
https://www.nuagenetworks.net/wp-content/uploads/2020/06/Nuage Networks Extranet
_Solution_Brief Document.pdf, p. 2 (notation added).)

The Nuage VSP “supports service chaining in both virtual and physical environments within a

datacenter, as well as Layer 3 and Layer 2 SDN networking.”*’

3.

3%Nuage Networks from Nokia, TECHNICAL DESCRIPTION, Nuage Networks
Virtualized Services Platform: Service Chaining (2016), https://www.nuagenetworks.net/wp-
content/uploads/2020/06/Nuage Networks Service Chaining Technical Description Documen
t EN-compressed.pdf, p. 9.

¥Id.
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151. The “Virtualized Services Controller” of the “Nuage Networks Virtualized
Network Services” implements a virtual computer network using an “overlay model” based on
“network overlay paths to form the topology for the network service.”*® Furthermore, Nuage

Networks provides a “solution [that] correlates SDN-based overlay services to the underlying

2941

physical network, giving network operators better visibility. The result is a single virtual

network, with VNS providing a “single policy for both internet and Extranet domains,” with

“security routing control” and “centrally managed policies.”*?
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“"'Nuage Networks from Nokia, Technology White Paper: Correlating SDN Overlays and
the Physical Network with Nuage Networks Virtualized Services Assurance Platform (2016),
https://www.nuagenetworks.net/wp-content/uploads/2020/06/Nuage Networks Correlating
SDN Overlays and VSAP White Paper EN-compressed.pdf, p. 4.

“’Nuage Networks from Nokia, Nuage Networks Enterprise Extranet Solution Brief
(2016), https://www.nuagenetworks.net/wp-content/uploads/2020/06/Nuage Networks
Extranet Solution Brief Document.pdf, p. 1.
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(Nuage Networks from Nokia, Nuage Networks Enterprise Extranet Solution Brief (2016),
https://www.nuagenetworks.net/wp-content/uploads/2020/06/Nuage Networks Extranet
_Solution_Brief Document.pdf, p. 2.)

152.  Claim 1 of the 080 patent further recites “providing a virtual peering router
configured to manage an interconnection between the first virtual computer network and the
second virtual computer network.”

153. The Nuage Networks Virtualized Services Platform practices this limitation. For
example, the Nuage Networks Virtualized Services Platform includes a “Nuage Networks NSG-
BR (border router) [that] extends seamless connectivity between disparate networks. It connects
untrusted domains (partner Extranet networks) to the core enterprise trusted network and provides

the gateway functionality for partner Extranet connectivity.”*

[interconnection between networks] L'-.
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(Id. at p. 2 (notation added).)
The NSG Border Router is “[a] key complementary component that Nuage Networks has
developed for SD-WAN deployments in release 4.0 .... NSG is Nuage Networks’ SD-WAN

branch router or customer premises equipment (CPE) based on an open x86 architecture. NSG

BId. atpp. 1, 2.
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Border Router is a software function running on CPE device that typically acts as an overlay
network gateway between the on-premises datacenter/cloud network and the WAN network.”*

The NSG Border Router permits multi-tenancy by “enabl[ing] connectivity between
multiple partner domains with a single appliance.”*

The Nuage Networks VSP thus provides a seamless layer to users: “Organizations want
the ability to specify Virtual Network Functions
(VNFs) or Physical Network Functions (PNFs) and their sequence, so service
functions can be added or removed seamlessly without requiring changes to the
underlying network infrastructure.” Its service chaining function supports a single virtual
environment: “The Nuage Networks VSP supports service chaining in both virtual and physical
environments within a datacenter, as well as Layer 3 and Layer 2 SDN networking.”*®

The VSP is touted as “providing the same benefits to multi-party private Extranets. Nuage
Networks Virtualized Network Services (VNS) SD-WAN solution provides policy-based control
to simplify the management and automation of Extranets, while maintaining security controls and

accelerating the time to integrate new Extranet partners and sites.”*’

“Saurabh Sandhir, Nuage Networks Evolves SDN/SD-WAN Platform to Broader Use
Cases, Diverse Cloud Environments in Release 4.0 — Part 1 (2016),
https://www.nuagenetworks.net/blog/rel4-1/.

*Nuage Networks from Nokia, Nuage Networks Enterprise Extranet Solution Brief
(2016), https://www.nuagenetworks.net/wp-content/uploads/2020/06/Nuage Networks Extranet
_Solution_Brief Document.pdf, p. 2.

“Nuage Networks from Nokia, TECHNICAL DESCRIPTION, Nuage Networks
Virtualized Services Platform: Service Chaining (2016), https://www.nuagenetworks.net/wp-
content/uploads/2020/06/Nuage Networks Service Chaining Technical Description Documen
t EN-compressed.pdf, p. 9.

“’Nuage Networks from Nokia, Nuage Networks Enterprise Extranet Solution Brief
(2016), https://www.nuagenetworks.net/wp-content/uploads/2020/06/Nuage Networks Extranet
_Solution_Brief Document.pdf, p. 2.

64



Case 1:24-cv-00891-UNA Document 1 Filed 07/30/24 Page 65 of 186 PagelD #: 65

The VSP also governs common network and security policies for other parties to access
shared resources in the data center of the Enterprise Trusted Network.*®

154. Claim 1 of the *080 patent further recites “routing, using the virtual peering router,
network traffic from the computing nodes of the first virtual computer network to the computing
nodes of the second virtual computer network over the substrate network.”

155. The Nuage Networks Virtualized Services Platform practices this limitation. For
example, the Nuage Networks VNS includes a “Nuage Networks NSG-BR (border router)
functionality [that] extends seamless connectivity between disparate networks. It connects
untrusted domains (partner Extranet networks) to the core enterprise trusted network and provides

the gateway functionality for partner Extranet connectivity.”*
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(Nuage Networks from Nokia, Nuage Networks Enterprise Extranet Solution Brief (2016),
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https://www.nuagenetworks.net/wp-content/uploads/2020/06/Nuage Networks Extranet
_Solution_Brief Document.pdf, p. 2 (notation added).)
156. Nokia is and has been on notice of the infringement of the 080 patent at least as of

the time Amazon filed and provided notice of this Complaint.

®1d.
“Id. atp. 2.
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157. Nokia will also infringe indirectly and continue to infringe indirectly one or more
claims of the *080 patent by active inducement under 35 U.S.C. § 271(b) by actively encouraging
others to make, use, sell, and/or offer to sell in the United States, the Nuage Networks Virtualized
Services Platform.

158. For example, Nokia will provide directions, technical support, guides, marketing
materials, instruction manuals, and/or other information that encourage and facilitate infringing
use by others of the method as claimed in claim 1 of the *080 patent.

159. Nokia will sell the Nuage Networks Virtualized Services Platform with the
knowledge and intent that customers who buy it will use it for their infringing use and therefore
that customers will be directly infringing the *080 patent.

160. Nokia will intend and continue to intend to induce patent infringement by its
customers and will have knowledge that the inducing acts will cause infringement or will be
willfully blind to the possibility that its inducing acts will cause infringement.

161. Nokia will also infringe indirectly and continue to infringe indirectly one or more
claims of the 080 patent by contributory infringement under 35 U.S.C. § 271(c) by offering to
sell, selling, or importing into the United States, components of the Nuage Networks Virtualized
Services Platform, which include non-standard software, knowing the same to be especially made
or especially adapted for use in an infringement of the 080 patent, and not a staple article or
commodity of commerce suitable for substantial non-infringing use.

COUNT II: PATENT INFRINGEMENT OF U.S. PATENT NO. 11,425,194

162. Amazon incorporates by reference the preceding paragraphs as if fully stated

herein.
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163. Amazon is informed and believes, and on that basis alleges, that Nokia has
infringed and is currently infringing one or more claims (e.g., claim 1) of the 194 patent in
violation of 35 U.S.C. § 271, and will continue to do so.

164. Nokia has infringed and is currently infringing literally and/or under the doctrine
of equivalents, by, among other things, making, using, offering for sale, selling, and/or importing
within this judicial district and elsewhere in the United States, infringing products, including but
not limited to Nokia CloudBand Application Manager, in violation of 35 U.S.C. § 271(a).

165. By way of example only, Nokia CloudBand Application Manager meets all the
limitations of at least independent claim 1 of the 194 patent, either literally or under the doctrine
of equivalents.

166. Exemplary claim 1 of the *194 patent recites:

1. A computer-implemented method, comprising:

receiving, by one or more configured computing systems of a
program execution service that provides computing resources
available to multiple users of the program execution service,
instructions from a first user to execute a program using specified
configuration information, the specified configuration information
including a first number of virtual machines (VMs) to use to execute
the program and a set of instructions specifying how to modify a
number of VMs used during execution of the program based on
resource utilization metrics, the set of instructions specifying a
resource utilization threshold, the specified configuration
information further specifying a maximum number of VMs that can
be used to execute the program,;

selecting, by the one or more configured computing systems, a
group of multiple computing VMs from the computing resources
based on the first number of VMs, and initiating execution of the
program by the group of VMs based on the specified configuration
information,;

monitoring, by the one or more configured computing systems
during the execution of the program, a resource utilization of the
group of VMs, wherein the resource utilization is based on a
measured amount of a resource used by the group of VMs;
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determining, by the one or more configured computing systems
based on the resource utilization of the group of VMs over a time
interval exceeding the resource utilization threshold, a second
number of VMs to use for executing the program according to the
set of instructions, wherein the second number of VMs is greater
than the first number of VMs and is less than or equal to the
maximum number of VMs; and

modifying, by the one or more configured computing systems, a
quantity of VMs in the group of VMs for use in further execution of
the program, wherein the modifying includes adding one or more
additional VMs to the group of VMs while the execution of the
program is ongoing and using the one or more additional VMs for
further execution of the program, wherein adding the one or more
additional VMs to the group of VMs includes allocating computing
resources of one or more physical computing systems to the one or
more additional VMs.

167. Nokia infringes claims of the 194 patent, for example, claim 1 of the 194 patent
since it makes, uses, offers for sale, and/or sells in the United States and/or imports into the United
States infringing products and services including but not limited to Nokia CloudBand Application
Manager (CBAM).

168. Claim 1 of the 194 patent begins, “A computer-implemented method.”

169. As a non-limiting example, Nokia CloudBand Application Manager practices this
limitation. For example, Nokia CloudBand Application Manager “CloudBand Application
Manager automates lifecycle management by providing an open templating system, managing
resources and applying associated workflows. It executes lifecycle management actions more

easily and predictably than manual methods,” as seen below.>°

5%Nokia, CloudBand Application Manager: Get a VNFM for OpenStack- and VMware-
based Virtual Machines, https://www.nokia.com/networks/core-networks/cloudband/application-
manager/.
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CloudBand Application Manager

Fa VNFM for OpenStack- and VMware-based virtual machines

Ready-to-use VNF lifecycle management

LCiouwaBana Application Manager a5 an E 'Sl NEV-compbant Virtualized Nebtawork
Function Manager (VMFM] automates WNF lifecycle management and cloud resource
management, and Its standards-based APls make it easy to work with any vendor's
WMF, Elerment Management Systermn (EMS], Virtualized Infrastructure Manager (VIM],
and NFY Orchestrator [NFVO) For the Nokia VNF portfolle, CloudBand Application
Manager offers a read-to-use, pre-integrated, one-click solution for lifecycle
management.

CloudBand Application Manager automates lifecycle management by providing an
open templating system, managing resources and applying associated workflows. It
executes lifecycle management actions more easily and predictably than manual
methods. It supports Nokia and third-party VNFs. Using OpenStack Heat orchestration
templates, VMware Open Virtualization Format templates [OVF], Mistral workflows and
Ansible playbooks, CloudBand Application Manager is open to a broad range of VNF
onboarding options. It visualizes the structure and status of applications and
performs lifecycle management, including basic functions [create, instantiate, scale,
terminate, delete, operate, query and modify YNF), advanced functions [swch as
healing, update/patching, upgrades, backup and restorel and fault management for
virtualized resources,

170. Claim 1 of the 194 patent further recites “receiving, by one or more configured
computing systems of a program execution service that provides computing resources available to
multiple users of the program execution service, instructions from a first user to execute a program
using specified configuration information.”

171.  As a non-limiting example, Nokia CloudBand Application Manager practices this

limitation. For example, Nokia CloudBand Application Manager supports “[n]etwork function
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virtualization (NFV)” that allows “[n]etwork administrators [to] dynamically deploy network
elements and services without needing to physically provision the underlying routers,” as seen
below.>!

Managing VNFs using CHAM NEP
What ?:-nnh'.lu'k funcBon wrtuali zation?

2 Managing VNFs using CBAM

2.1 What is network function virtualization?

Medwork funclion wirtualzation {NFV) alows nebwork adminisiraions (o uncouple network lunciions
from wnderay hardware NES 20 that the fundions can fun &8 software mages. Thess nebwork
funcions include inad balancors, firswalls, and NAT, The puppese of NFY & 1o proside a simpler
wany' [0 deliver and manage the mébwork componants required for 8 vrtuaized infrasirciing.
Metwork adminisirators ang able 1o dynamically deploy notwork elements and sendoes without
rinting o phystcally provision o underdying routers. Tho virualized network elamant that
represents the piysical NE is called a virtualized nabwork funcion (VNF )

VHNF management s provided by the oxiemal application CEBAM, 1o which the NFM-P provides an
interfacs using the Mebwork Supendsion applcation

172.  Furthermore, Nokia CloudBand Application Manager allows a “VNF network” to
be configured using “[tlhe VNF Descriptor [that] is a package that describes the configuration of
the VNF network [and] consists of OpenStack Heat templates which define VNF specifications.”?

173.  Claim 1 of the *194 patent further recites “the specified configuration information
including a first number of virtual machines (VMs) to use to execute the program and a set of
instructions specifying how to modify a number of VMs used during execution of the program
based on resource utilization metrics.”

174.  As a non-limiting example, Nokia CloudBand Application Manager practices this

limitation. For example, a VNF instance is configured using a “HEAT stack [that] describes the

SINSP Network Services Platform Release 22.9 Network Supervision Application Help
(2022), https://documentation.nokia.com/cgi-bin/dbaccessfilename.cgi/3HE18136 AAADTQZZA
~ V1 NSP%2022.9%20Network%20Supervision%20Application%20Help.pdf.

21d.
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resources needed to create a VNF instance including the type and number of VMs, the VM image,

storage, networks, routers, security groups and so on,” as seen below.>

5.3.5 Deploying a VSR Instance Using OpenStack HEAT

Perform Create the HEAT Stack to deploy a VSR instance using OpenSiack HEAT

5.3.5.1 Introduction to OpenStack HEAT

VSR instances can also be deployed using OpenStack HEAT. HEAT provides
template-based orchestration within OpenStack. A HEAT Orchestration Template
(HOT) defines a HEAT stack In an NFY context the HEAT stack degcrnibes the
fesountes niseded 1o create 3 VNF mslance including the type and number ol WVids,
the WM image, storage, networks, routers, security groups and 30 on. The template
5 defined in YANL loomat and if s rewsable; that 15, a iemplate can be invoked
masltiphe Bimes 1o creale several instances of a VNF

175. Claim 1 of the 194 patent further recites “the set of instructions specifying a
resource utilization threshold.”

176. As a non-limiting example, Nokia CloudBand Application Manager practices this
limitation. For example, Nokia CloudBand Application Manager supports “VNF threshold

policies and policy templates,” as seen below.>*

3 Nokia VSR Installation and Setup Guide 20.2.R1 (2020),
https://documentation.nokia.com/cgi-bin/dbaccessfilename.cgi/3HE15837AAAATQZZAO01
~ V1 VSR%?20Installation%20and%20Setup%20Guide%2020.2.R1.pdf.

>NSP Network Services Platform Release 22.9 Network Supervision Application Help
(2022), https://documentation.nokia.com/cgi-bin/dbaccessfilename.cgi/3HE18136 AAADTQZZA
_ V1 _NSP%2022.9%20Network%20Supervision%20Application%20Help.pdf.
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Mefwark Supenaision M
What is Mabwork Supervision? "

1 Network Supervision

1.1 What is Network Supervision?

Thia Metwork Suparvision appheation ks 8 browser-based book Ao monitorng the haaith of nebawork
equipment. It alows you lo identfy, investigate, and resobae problams with objects such as routers,
cands, ports, phiysical inks, and virual nebsork functions.

Nefwork Supsrvsion provides high-leval visiblity of equipment probioms in B notework, and allows
quick navigation 1o specic objects for coser ingpection and anakysis. i also provdes visu sl zation
toois and task Sows for troubleshooting, to determing fhe rool causes and impacts of equipmeont
msises. A variety of display formats allows you Lo view and mansgs Erpe amaunts of infermalion
scoonding io your noeds and methods

Metwork Supervsion provddes flecdble task flows; there are multiple ways o dently and investigate
protdems. For expmpla, you may decds o imaesigate issues based on acthog monibonng, Analylics
repans, custormer lickats, or historical problems. You can monitor and wvestipate inks as well as
HEs

Metwork Superdsson ales allows you o moniber virtuakzed network functions [VNFs), sudh as laad
balancers, firewalls, and MAT, in a viruakzed or datacenter environment where network funcions
@ng uncoupled from the wderying hardware. WVNF management is provided by the exbernal
application CBAM, using access points aveslable 1D Metwork Superdsion. VNF theeshold policies
and palicy templates arp alsd supporiod

177.  Claim 1 of the *194 patent further recites “the specified configuration information
further specifying a maximum number of VMs that can be used to execute the program.”

178.  As a non-limiting example, Nokia CloudBand Application Manager practices this
limitation. For example, “VNFs can be scaled in or scaled out in CBAM” such that “[w]hen
performing a scaling operation, you must specify a scaling aspect and a new level. The scaling

level cannot exceed the maximum scaling level specified in the CBAM VNFD,” as seen below.>

1.
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Managng VidFs usng CEAM MNEP
Hiow dio | trigger & custom action ona YMF?

WiNFs can be deleted in CEAM and advertmed by the NFM-F wa an LON. When tha NFM-P recabses
information on & dedeted VNF, it removes the WNF from its database and unmanages the
associatod nebwvork alement

WMFs can be healed o rigger a rabool n CEAM or he Nebvork Supanvision appication. Healng
miist ba anabled in tha CHRAM VNFD befors this oparation can ba parformed in the GUIL. B the
WMFD requires additional parametens for VMF healing, the parameders are visible in the Metwork
Supervision appication

WMFs can b scald in or scaled oul in CBAM or the Nebwork Supervision application, Scaling misst
bex enabled in the CBAM YHFD before (his operation can be performed in the GUI. When
parforming a scaling operation, you must specify a scaling aspect and & new lavel The scaling level
cannot excaed the maximum scaing kevel specied in the CBAM WVNFD. If the VNFD requires
additonal paramaters for VMF scaling, the parameters are visible in the Mebwork Supenvision
application

179. Claim 1 of the *194 patent further recites “selecting, by the one or more configured
computing systems, a group of multiple computing VMs from the computing resources based on
the first number of VMs, and initiating execution of the program by the group of VMs based on
the specified configuration information.”

180. As a non-limiting example, Nokia CloudBand Application Manager practices this

99 <6

limitation. For example, the “VNFD - node templates” “[d]escribes the following virtual resources
needed for VNF instantiation: VMs—virtual deployment units (VDUs) associated with a software

image, flavor (vCPU and memory), and storage requirements,” as seen below.>

*Nokia ~ VSR Installation  and  Setup  Guide  20.2.Rl (2020),
https://documentation.nokia.com/cgi-bin/dbaccessfilename.cgi/3HE15837AAAATQZZA01
~V1_VSR%?20Installation%20and%20Setup%20Guide%2020.2.R 1.pdf, p. 232.
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Table 37 V (Continued)
Term " Definition

VNFD - extensions Modifiable parameters defined per VINF instance

'VNFD-interface | The supported Ifecycle operations for a VNF thal are
implemented eilher through the CBAM buill-in Mistral workRiows
or by custom Mistral workflows included in the VNF package

VNFD - node Describes the following virtual resources needed for VNF
templates instantiation:
- VMs—virtual deployment units (VDUS) associated with a

software image, flavor (WCPU and memary), and slorage
requirements

« intemal networks—yirtual lnks

« WM connectivity—a set of virtual connection points that ane
associaled with infemal or extemnal netwvorks

WMNFD - heat mapping | The HEAT mapping section of the YNFD associates the abstract
resource descriptions with their comesponding implementations in
HOT.

WHFM VMF Manager

The MANC component responsible for lifecycle management of
WHF instances. Coordinates with EMSMNMS. This role is provided
by CioudBand CBAM for VSR instances.

VELAN Virtual extensible Local Area Network

A methed of encapsulating Ethemel frames inside IPAUDP
packels fo creale a lenant-specific overlay network within a data
center

181. Claim 1 of the ’194 patent further recites “monitoring, by the one or more
configured computing systems during the execution of the program, a resource utilization of the
group of VMs, wherein the resource utilization is based on a measured amount of a resource used
by the group of VMs.”

182.  As a non-limiting example, Nokia CloudBand Application Manager practices this

limitation. For example, Nokia CloudBand Application Manager allows monitoring VNFs using
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“threshold policy [that] allows you to monitor a set of pre-defined KPIs and create rules to define
when the application indicates an overload, underload, or healing condition,” as seen below.>’

MNiahwork Supenision web aopicalion MFM-P
Network Supesvision web application

VYNF threshold policies

¥iou can assign a threshold policy toa VRMF to allow the NFW-P to trigger avlomaltic lifecyce
managemsani operalions basad on defined KPS or alams. A threshold policy allows you o monilor
a sei of pre-dafined KPE and craals rules to defne when e apphication indicales an overload,
wnderioad, of healing condition, The policy atso allows you define an aulomatic triggensd action fo
bt parformed when any of these conditions s mol. Thase comactive achions include perfoaming a
scaling oparation, parforming a healing cparation, o rasing an alarm. When a Mecyck
managemen] acion is ngpened, ihe NFM-P auiomatically sends a Meoycle changs noliica®on i
CEBAM. You can assign only one YVHF threshold policy 1o a VNF

Yo can assign 8 CMM of CMG bemplate 1o define a Hat of condilions and spacity an sclion bo ba
aviomatically pedormed whan those conditions ang mel. The emplabe can be used 1o creabe a VNF
threshold policy, bt you can modify the defaull condions and actions impored from the iemplate
aach time you craale a new policy

Lise the palicy agent in ihe Mebwork Supervision applicabon lo create a WNF threshold policy. Tha
podcy agent includes default policy tempiies for the CMM and CMG. After you Select a palicy
lemplate, you can revedw [he ovarikad, enderioad, and healng setlings © seéed Tha aclions for
eadd condbon. You can sk configure he hold lrme o specily how Bbag tha MFR-P should wail
bodore parforming the speciiied acion

183. Claim 1 of the ’194 patent further recites “determining, by the one or more
configured computing systems based on the resource utilization of the group of VMs over a time
interval exceeding the resource utilization threshold, a second number of VMs to use for executing
the program according to the set of instructions, wherein the second number of VMs is greater than
the first number of VMs and is less than or equal to the maximum number of VMs.”

184.  As a non-limiting example, Nokia CloudBand Application Manager practices this
limitation. For example, Nokia CloudBand Application Manager supports “[m]onitoring a VNF

threshold policy” that determines “[w]hen a threshold is crossed and the VNF threshold policy

SINSP Network Services Platform Release 18.6 NFV Solutions Guide (2018),
https://documentation.nokia.com/cgi-bin/dbaccessfilename.cgi/3HE14080AAABTQZZAO01
V1 _NSP%20NFM-P%2018.6%20NFV%?20Solutions%20Guide.pdf.
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triggers a scaling or healing operation” causing a “policy monitoring icon [to change] to red and

the operation ... shown in-progress on the VNF tile,” as seen below.*®

Monitoring a VHF theeshald policy

Yihan a policy has boan applod o a WHF, e poiicy mondoning iCon appoars an e VMF @oin tho
malrn visa. You can oick on thee policy manilonng ioon 1o view e states of each of e oeerioad,
underioad, and hoalng Threshold rubes speafied in the policy. The policy nfo view shows fa

Aedsase 188
Jung HHE
FHE-10B0-AAAR-TOITA Issams 1
Nedwork Suponvision web applcadon MERLP

Motk Supirvaion web apploalion

condiong Pirmaboikds, and goions for aach nobe, B atan showvs the camenl valkes oF e condBion,
allowing visu 10 Sssees haow chims this condRion i 10 reaching the specied thresboid

Figure 5T  VAF theeshold polioy siathus

When a threshold s crossed and se VNF Sineshold policy riggens: a scaling o healing opsralion,
ther poilcy moniioeing kcon changoes o red and the opembion i shown in-progress on e ViF B
Wihie o opoealion is beng ponameed, you can disatie B policy o cancel the action

185.  Furthermore, “VNFs can be scaled” such that “[w]hen performing a scaling
operation, you must specify a scaling aspect and a new level. The scaling level cannot exceed the

maximum scaling level specified in the CBAM VNFD.”’

3d.
*Id.
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186. Claim 1 of the 194 patent further recites “modifying, by the one or more configured
computing systems, a quantity of VMs in the group of VMs for use in further execution of the
program, wherein the modifying includes adding one or more additional VMs to the group of VMs
while the execution of the program is ongoing and using the one or more additional VMs for further
execution of the program, wherein adding the one or more additional VMs to the group of VMs
includes allocating computing resources of one or more physical computing systems to the one or
more additional VMs.”

187. As a non-limiting example, Nokia CloudBand Application Manager practices this
limitation. For example, Nokia CloudBand Application Manager supports “Virtual Machine
Manager (VMM)” that allows “automatic scale-out and automatic healing” that “automatically

increases the processing capacity of the VMM, as seen below.5

NFV vso casas HFbiP
Automatic scale-0uf and healing

10 NFV use cases

10.1 Avtomatic scale-out and healing

Owverview

Wil caan configure thi NFR-F 1o perdorm aulomatbic scale-out and healing operaions based on
sysinm-defined and user-definsd processing threshalds and netmark ewants

A BC 00U OpRral N incrodsas iy Call processing capacily of a WMNF. Processing capadty &
ncroasaed by autematically craatng and provisioning & VMPC. A healing opoeration reboots a VNFG
Automatic haaling s tigpered by tha NFM-P ahen an aam = rased againei a VHFC, Tha NFR-P
posriarms additional ks bated on b resulls of the atempled haaling operaSon. Yo can enable
sulomatc scale-out and automatc healing for the Vi or CMWG. Ths configuration must be
periormed by & sysiem adminsirator

VMM automatic scale=pul

You Gan erable aulomalic scale-oul on he VM and configise on Sulbmatic scale-oul threshold
The aulomass scale-oul thiashold defines ihe poinl af which an sulomatic Scals-oul operation can
b inigened, whene ihe Bweshold & tha (olal UE capaciy of he VM multipbed bry the scale-gul
faciar. Whan i Shreshold & reschsd andfior one o mons MAF s (s aflectod by @ resource ovrioad
noie MlaeTe, thie MFM-P pulomatically increases e procpasing capacity of B VM by croaling an
aciditional virlual MAF on thy NE

0rd.
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188. Nokia is and has been on notice of the infringement of the 194 patent at least as of
the time Amazon filed and provided notice of this Complaint.

189. Nokia will also infringe indirectly and continue to infringe indirectly one or more
claims of the *194 patent by active inducement under 35 U.S.C. § 271(b) by actively encouraging
others to make, use, sell, and/or offer to sell in the United States, Nokia CloudBand Application
Manager.

190. For example, Nokia will provide directions, technical support, guides, marketing
materials, instruction manuals, and/or other information that encourage and facilitate infringing
use by others of the method as claimed in claim 1 of the *194 patent.

191. Nokia will sell Nokia CloudBand Application Manager with the knowledge and
intent that customers who buy it will use it for their infringing use and therefore that customers
will be directly infringing the 194 patent.

192. Nokia will intend and continue to intend to induce patent infringement by its
customers and will have knowledge that the inducing acts will cause infringement or will be
willfully blind to the possibility that its inducing acts will cause infringement.

193. Nokia will also infringe indirectly and continue to infringe indirectly one or more
claims of the *194 patent by contributory infringement under 35 U.S.C. § 271(c) by offering to
sell, selling, or importing into the United States, components of Nokia CloudBand Application
Manager, which include non-standard software, knowing the same to be especially made or
especially adapted for use in an infringement of the 194 patent, and not a staple article or

commodity of commerce suitable for substantial non-infringing use.
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COUNT IIT: PATENT INFRINGEMENT OF U.S. PATENT NO. 9,253,211

194. Amazon incorporates by reference the preceding paragraphs as if fully stated
herein.

195. Amazon is informed and believes, and on that basis alleges, that Nokia has
infringed and is currently infringing one or more claims (e.g., claim 23) of the ’211 patent in
violation of 35 U.S.C. § 271, and will continue to do so.

196. Nokia has infringed and is currently infringing literally and/or under the doctrine
of equivalents, by, among other things, making, using, offering for sale, selling, and/or importing
within this judicial district and elsewhere in the United States, infringing products, including but
not limited to Nokia AirFrame Data Center and Nokia CloudBand Infrastructure Software in
violation of 35 U.S.C. § 271(a).

197. By way of example only, Nokia AirFrame Data Center and Nokia CloudBand
Infrastructure Software meet all the limitations of at least independent claim 23 of the 211 patent,
either literally or under the doctrine of equivalents.

198. Exemplary claim 23 of the 211 patent recites:

23. A system, comprising:

one or more computing systems each having one or more
processors; and

at least one memory, the memory including instructions that, upon
execution by at least one of the one or more processors, cause the
system to:

receive, via an interface provided for use in configuring
execution of programs by a program execution service
having a plurality of computing nodes located in multiple
geographic locations, a request from a client, the received
request including configuration information that indicates
one or more geographical locations in which at least one
indicated program is to be executed;
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select, based at least in part on the indicated one or more
geographical locations, multiple computing nodes of the
program execution service to use for execution of the
indicated program; and

manage execution of one or more instances of the indicated
program by the selected multiple computing nodes on behalf

of the client, the managing of the execution being based at
least in part on the received configuration information.

199. Nokia infringes claims of the *211 patent, for example, claim 23 of the *211 patent
since it makes, uses, offers for sale, and/or sells in the United States and/or imports into the United
States infringing products and services including but not limited to Nokia AirFrame Data Center
and Nokia CloudBand Infrastructure Software.

200. For the preamble of claim 23, to the extent the preamble is determined to be
limiting, Nokia AirFrame Data Center and Nokia CloudBand Infrastructure Software practice a
“computing system comprising: one or more processors; and; a manager module of a configurable
network service that is configured to, when executed by at least one of the processors, provide a
virtual computer network for each of one or more clients.”

201. Nokia AirFrame Data Center and CloudBand Infrastructure Software practice this
limitation. For example, Nokia AirFrame Data Center allows users to “build compact and efficient

cloud computing data center” using “scalable processors,” as seen below.!

®'Nokia, AirFrame Data Center: Adapt to Any Cloud-Based Application,
https://www.nokia.com/networks/data-center/airframe-data-center/.
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AirFrame data center solution elements

Mok AaF e FIORAE B i it el Raralerst. e iiiry- S 2 ot
Thee lertest peneraton lvtel Xeon scalable processe sxmize platiorm’s speed
and ci " mputing performance USnes e dbest Wb S50 in » wide ranps
§ foirrys £0 mENIMIZE eneney e snd b delver 1he Tastest bancwidsh, higher B0

i port] F I toatod Tt BECEMR T A Coernodit Freduct

A b e s e e e e .

! T ) AirFrame Rackmount
Hatworh Functans [CRF Moiis AeFrama Rackr S b T T tam CEar —3

202. Claim 23 of the ’211 patent further recites “receive, via an interface provided for
use in configuring execution of programs by a program execution service having a plurality of
computing nodes located in multiple geographic locations, a request from a client, the received
request including configuration information that indicates one or more geographical locations in
which at least one indicated program is to be executed.”

203. Nokia AirFrame Data Center and Nokia CloudBand Infrastructure Software
practice this limitation. For example, Nokia CloudBand Infrastructure Software supports a “Cloud
Operations Manager [that] offers single pane of glass management of hybrid, geographically
distributed Kubernetes and OpenStack cloud infrastructures, including dynamic cluster creation as

well as management of cluster resources,” as seen below.5?

82Cloud Operations Manager, https://www.nokia.com/networks/core-networks/cloudband/
cloud-operations-manager/.
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MO<]A

Cloud Operations Manager

Automate cloud lifeq erations

Watch dema

What is Nokia Cloud Operations Manager? On this page

E : L ‘What is Nokia Clowd
Mokia Cloud Operations Manager |previgusly Molda CloudBand Operations Manager?
Hetaork Dirgctor] sutomates fecycle operations of confanenzed
network fumctsors [CHFs, wirtual network functicns [VFs], and L Benefits and features

ngtwark seraces [NLs) K optemages and governs |;-.'|1'F-.'|rrr TEEORITCE
usags and is designed for distributed, multi-tanant, multi-vendor

L Related topics

A L Reipurces
clowd nfrastructures

L Related solutions and
Teloa apphations are (nCreaimgly lEversgng Jdoud-natine

products
pancgles, whch will often co-oxmst with VRFs Multiphs integrated
applicaticns provide an inter-related serace a5 applicaton sutes or & Learn mone
enginteded Lyilems Luch 84 VelTE of cone netwarks Claud
Doarations Manaper aulcmales the ifecpde marsgemant af such
nybirid networks 1o achiewe aglty and 005t sawngs

Clowd Diperations Manager prowides unthed Mecycle management,
centralized monitomng and veualization of CHFs, WHNFs and N5s. It
skso offers sngle pane of glass management of trylbrid,
gragraphically destnbuted KEubemaetes and OpenStack doud
rifrastructures, mchading dynamic duster oreation as well as
management of cluster resources

Today, more tham 50 customers around the world rely cn Cloud
Cperaticns Mansger far putomated cloud lifecycie oparation
204. Nokia CloudBand Application Manager supports “virtual network functions ...
referred to as VNFs” and supports use of “TOSCA template” for “VNF lifecycle management,”

as seen below.®

%Nokia, Nokia NSP Network Services Platform, https://documentation.nokia.com/cgi-
bin/dbaccessfilename.cgi/3HE15164AAAETQZZA V1 NSP%2019.11%20Network%20Superv
ision%20Application%20Help.pdf.
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2.14 VNF custom actions

il thore mno cuslom actions dofined = the TOSCA lemplato for 8 YHNF, you can trggos thom using
fha Mebwork Supervision apphcation. Click on the More bulion on a WVHNF and then chooss VHNF =
Cusiom Actions o view 8 sl ol arry cusiom sctions Bl v bean dafined for the VNE.

205. The TOSCA requests support “placement” of “TOSCA nodes” “by region[s],”
including “[g]eographic regions (e.g., cities, municipalities, states, countries, etc.),” as seen
below.%

12.5.1.2 Use Case 2: Controlied placement by region

12.5.1.2.1 Description

s isa Case demonsirgies he uwsa of namad “contamaers” which could represent the ieliiwing
*  Dalacedien ne(ons

= Geagraphes reguoes (e obies murecipaiiies, stales, countres, ebe |

s Commancial fegeans. (@.g ., Mofth Amedica, Easiern Europe, Atia Pacihc, ofc |
12.5.1.2.2 Features
This issa case inbioduces [he follovang polcy faahsos

«  Separnbion of rescurces {18 TOSCA nodes) by iogical mgions, of Zones

12.5.1.2.3 Sample YAML: Region separation amongst named set of regions

failover policy 2:
typet tosca.policy.placesent
descripticn: My failower policy with allesed target reglons (logical comtaimers)
properties;
container type; region
container_nusber: 3
# If “containers” keyname fn provided, they represent the allowed set
# of target containers to use for placemaent for
containers: [ regionl, region2, regiond, regioed ]

206. Claim 23 of the 211 patent further recites “select, based at least in part on the
indicated one or more geographical locations, multiple computing nodes of the program execution
service to use for execution of the indicated program.”

207. Nokia AirFrame Data Center and Nokia CloudBand Infrastructure Software

practice this limitation.

$4TOSCA Simple Profile in YAML Version 1.1, http://docs.oasis-open.org/tosca/TOSCA-
Simple-Profile-YAML/v1.1/csprd01/TOSCA-Simple-Profile-Y AML-v1.1-csprd01.html.
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208. Nokia CloudBand supports Network Functions Virtualization (NFV), for example,
by “support[ing] distributed NFV cloud infrastructures in a variety of ways” including “Placement

Zones, which span geo-distributed datacenters,” as seen below.%

CloasdBand supports distributed NFVY clowd infrastruciures in a varbety of ways.
ClowdBand provides aggregated northbound APs that allow NFY applications and BS5/
(455 to deal with the different locations as a single clowd. ClowdBand provides a policy-
based placement algorithm that companes a quasi-optimal locatkon based on server
utilization at the different locatbons, affinity and anti-affinity miles, and other parameters.
In addithon, ClowdBand suppornis PMacement Zones, which span geo-distributed datacen-
ters by “apgregating” CloudBand Node OpenStack availability zones. Vireal machines
belonging to vMFs can then be instantiated across these Placement Zones accerding to
pre-defined business policies. CloudBand provides bulli-in bead balancing services for
scalable distributed network functions. The ClondBand graphical user portal gives users
an aggregated view of the infrasiructure according 1o thedr different roles and responsi-
bilities. The Image management component of CloudBand manages a single catalog of
images automatically and assures that images are made available where they are needed.
User accounts and key pairs are also managed at the glohal level.

209. Claim 23 of the *211 patent further recites “manage execution of one or more
instances of the indicated program by the selected multiple computing nodes on behalf of the client,
the managing of the execution being based at least in part on the received configuration
information.”

210. Nokia AirFrame Data Center and Nokia CloudBand Infrastructure Software
practice this limitation. For example, Nokia CloudBand Application Manager interacts with Nokia
Cloud Operations Manager, previously Nokia CloudBand Network Director which automates
lifecycle operations of containerized network functions (CNFs), virtual network functions (VNFs),
and network services (NSs). It optimizes and governs platform resource usage and is designed for
distributed, multi-tenant, multi-vendor cloud infrastructures.”®® Nokia CloudBand also includes

Nokia Container Services, which provides functionalities similar to those offered earlier by Nokia

8Alcatel-Lucent, Cloudband with OpenStack as NFV Platform (2014),
https://www.tmcnet.com/tmc/whitepapers/documents/whitepapers/2014/10694-cloudband-with-
openstack-as-nfv-platform.pdf.

%Cloud Operations Manager, https://www.nokia.com/networks/core-networks/cloudband/
cloud-operations-manager/.
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CloudBand Network Director. Nokia Container Services is an “offering for deploying,

orchestrating, monitoring and managing containers and container-based applications” and supports

99 Cey

“complete infrastructure life cycle management functions,” “infrastructure scaling operations

which allow addition or removal of nodes from a cluster,” and “heal[ing]” to “recover a failed

node.”®’

%Nokia Container Services, https://onestore.nokia.com/asset/207821? gl=1*1eyhxIb*
_gel au*MTQ5MzMwNjczOC4xNzE2OTY 1OTES* ga*MTg4NDkzNjMxMi4xNzE2OTY 10T
E3* ga D6GESQF247*MTcyMTE2MTkxOS4yMC4xLjE3MjJExNjQSMTIuMC4wLjA.& ga=
2.19237244.578210260.1721069959-1884936312.1716965917, p. 2.
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Figure 3: High fevel deployment flow

During the ifetime of the network service, the
Network Director captures nelwork seraie and YNF
topology, monitors the health status of the service
and scales, heals and updates the senvicé according
to policies described in the network senvice
descnptor.

Monitoring, assurance and disaster

recovery

Cloudsand Network Director facilitates fault
manitorng by tapping into capabilities of varous
fault management applcations such as EMS/
NME WVIM and VNFM, Faults receved from thess
sources arg anriched with information about
associated network senvices to simpkfy network
trouvbleshaotng. Troubleshooting and automats:
repair use a common topology and correlation
engine based on 2 root Cause analysis tool
ClowdBand Network Director, with its ifecycle
managerment engine, supports several automated
QEREDET rECOVEryY MOdets that can bé described and
configured in the netwark service/VNF descriptor

(Exhibit M, Nokia CloudBand Network Director, Product Information, https://docplayer.net/

19792521-Nokia-cloudband-network-director.html, pp. 3-4.)
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211. Nokia is and has been on notice of the infringement of the 211 patent at least as of
the time Amazon filed and provided notice of this Complaint.

212. Nokia will infringe indirectly and continue to infringe indirectly one or more claims
of the 211 patent by active inducement under 35 U.S.C. § 271(b) by actively encouraging others
to make, use, sell, and/or offer to sell in the United States, Nokia AirFrame Data Center and Nokia
CloudBand Infrastructure Software.

213. For example, Nokia will provide directions, technical support, guides, marketing
materials, instruction manuals, and/or other information that encourage and facilitate infringing
use by others of the method as claimed in claim 23 of the *211 patent.

214. Nokia will sell Nokia AirFrame Data Center and Nokia CloudBand Infrastructure
Software with the knowledge and intent that customers who buy it will use it for their infringing
use and therefore that customers will be directly infringing the 211 patent.

215. Nokia will intend and continue to intend to induce patent infringement by its
customers and will have knowledge that the inducing acts will cause infringement or will be
willfully blind to the possibility that its inducing acts will cause infringement.

216. Nokia will also infringe indirectly and continue to infringe indirectly one or more
claims of the 211 patent by contributory infringement under 35 U.S.C. § 271(c) by offering to
sell, selling, or importing into the United States, components of Nokia AirFrame Data Center and
Nokia CloudBand Infrastructure Software, which include non-standard software, knowing the
same to be especially made or especially adapted for use in an infringement of the *211 patent, and

not a staple article or commodity of commerce suitable for substantial non-infringing use.
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COUNT IV: PATENT INFRINGEMENT OF U.S. PATENT NO. 8,117,289

217. Amazon incorporates by reference the preceding paragraphs as if fully stated
herein.

218. Amazon is informed and believes, and on that basis alleges, that Nokia has
infringed and is currently infringing one or more claims (e.g., claim 20) of the 289 patent in
violation of 35 U.S.C. § 271, and will continue to do so.

219. Nokia has infringed and is currently infringing literally and/or under the doctrine
of equivalents, by, among other things, making, using, offering for sale, selling, and/or importing
within this judicial district and elsewhere in the United States, infringing products, including but
not limited to Nokia AirFrame Data Center and CloudBand Infrastructure Software, in violation
of 35 U.S.C. § 271(a).

220. By way of example only, Nokia AirFrame Data Center and CloudBand
Infrastructure Software meet all the limitations of at least independent claim 20 of the 289 patent,
either literally or under the doctrine of equivalents.

221. Exemplary claim 20 of the 289 patent recites:

20. A computing system comprising:
one or more processors; and;

a manager module of a configurable network service that is
configured to, when executed by at least one of the processors,
provide a virtual computer network for each of one or more clients,
the providing of the virtual computer network for each of the one or
more clients including:

receiving, by one or more configured computing systems of
receiving information from the client for use in configuring
the virtual computer network for the client, the configuring
including specifying interconnections between multiple
computing nodes of the virtual computer network and
including providing an indicated type of functionality for
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handling at least some communications between the multiple
computing nodes; and

automatically providing the configured virtual computer
network for the client in accordance with the configuring by
overlaying the virtual computer network on a distinct
substrate network, the multiple computing nodes being
connected to the substrate network, and the automatic
providing of the virtual computer network including:

selecting one or more network devices that are
accessible via the substrate network and that are
configured to provide the indicated type of
functionality; and

forwarding multiple communications between the
multiple computing nodes in accordance with the
configuring, the forwarding including routing at least
one of the multiple communications to at least one of
the selected devices to enable the at least one selected
device to provide the indicated type of functionality
for the at least one communication.

222. Nokia infringes claims of the 289 patent, for example, claim 20 of the *289 patent
since it makes, uses, offers for sale, and/or sells in the United States and/or imports into the United
States infringing products and services including but not limited to Nokia AirFrame Data Center
and Nokia CloudBand Infrastructure Software.

223.  Claim 20 of the 289 patent begins, “A computing system comprising: one or more
processors; and; a manager module of a configurable network service that is configured to, when
executed by at least one of the processors, provide a virtual computer network for each of one or
more clients.”

224. Nokia AirFrame Data Center and CloudBand Infrastructure Software practice this

limitation. For example, Nokia AirFrame Data Center includes the necessary hardware, software
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and services that can adapt to any cloud-based application and supports creating a “scalable and

distributed cloud-based architecture,” as seen below.®®

AirFrame data center

Adapt to any cloud ed application

The acceleration of telco and IT convergence and the need to support & diverse range of
demanding applications requires an innovative solution that takes all the benefits from
the IT and open source domains to create a scalable and distributed cloud-based
architecture.

Maore and more services, including 5G need network functionalities and capabilities
located at the most efficient point within a network. This is mecessary in order to
address strict latency constraints and to process huge data demands that will be critical
in delivering services with real-time responsiveness.

Metwork architectures need a re-think, with layered and distributed network topologies
containing optimized hardware to deliver unparalleled performance and the greatest
flexibility.

Mokia AlrFrame data center solution is designed for running demanding virtualized and
cloud-native software workloads. Security of the hardware and firmware is
uncompromised and fulfills increased privacy and security needs for carrier grade
networks, Enhancements including advanced packet, crypto, GPU and workload-specific
acceleration make AirFrame to perform better than any traditicnal IT servers.

225. Nokia CloudBand software is a configurable network service for virtual network

functions (VNFs) that allows “MANO (management and orchestration)” of NFV (Network

%Nokia, AirFrame data center solution: Adapt to any cloud-based application,
https://networks.nokia.com/solutions/airframe-data-center-solution.
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functions virtualization) and “makes it simple to host, orchestrate, automate, and manage VNFs,”

as seen below.®

CloudBand

Deploy cloud infrastructure, management and orchestration

tor Virtual Machines and Container-based software

Transition to cloud-native

The Telco cloud is in transition. Networks are shifting from monolithic Virtualized Network
Functions (VNFs) running on Virtual Machines (VMs] to Cloud-native Network Functions
ICHNFs) running as micrp-services in containers.

The shift promises greater choice in deployment envircnments (private or public cloud),
locations [data center or edge), and a more efficient use of computing resources. It also
promises simpler, less costly and less risky application and infrastructure enhancements
and upgrades through fully automated software onboarding, installation and verification
testing functions. These characteristics are practically pre-requisites to support 5G's use
CIHES.

ETSI NFV deployments

Mokia is well positioned to assist vou with this transition. For starters, Nokia's CloudBand
software is a widely deployed system for ETSI NFV MANO [management and
aorchestration), with commercially proven reliability, automation, repeatability and security,
Our CloudBand portfolio makes it simple to host, orchestrate, automate, and manage

VINFs and it manages tens of thousands of servers across more than 200 service providers
around the globe.

%CloudBand Deploy cloud infrastructure, management and orchestration for Virtual

Machines and Container-based software, https://www.nokia.com/networks/core-networks/
cloudband/.
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226. Claim 20 of the ’289 patent further recites “the providing of the virtual computer
network for each of the one or more clients including: receiving, by one or more configured
computing systems of receiving information from the client for use in configuring the virtual
computer network for the client, the configuring including specifying interconnections between
multiple computing nodes of the virtual computer network and including providing an indicated
type of functionality for handling at least some communications between the multiple computing
nodes.”

227. Nokia AirFrame Data Center and Nokia CloudBand Infrastructure Software
practice this limitation. For example, Nokia CloudBand supports configuration of a VNF (virtual
network function) using a “TOSCA template” (Topology and Orchestration Specification for

Cloud Applications template), as seen below.”®

2.14 VNF custom actions

If theere ane custom achions defined in B TOSCA lemplate for a VNF, you can igger them usang
the Mabtwork Supervision application. Chck on the Mone button on a YNF and then choose YWNF =
Carstom Actions lo view a Bl of any cusiom actions that have baen defined for the VNF

2.15 How do | trigger a custom action on a VNF?

Yiou ciEn mgger custom actons Bl hme beéen defined for a VNF uZing the Mehvork Supensasion
application. The actions must ba defined in a TOSCA iemplale thal has been configured on the
CBAM

9

Ciick on the More bution on a VNF panel and select VNF > Cuslom Actions. The Custom
Achions window appsears

Select a custom action from the drop-down list and clck O Tha custom acton s inggened

228. Claim 20 of the *289 patent further recites “the configuring including specifying

interconnections between multiple computing nodes of the virtual computer network and including

""Nokia, Nokia NSP Network Services Platform, https://documentation.nokia.com/cgi-
bin/dbaccessfilename.cgi/3HE15164AAAETQZZA V1 NSP%2019.11%20Network%20Superv
ision%20Application%20Help.pdf, p. 28.
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providing an indicated type of functionality for handling at least some communications between
the multiple computing nodes.”

229. Nokia AirFrame Data Center and Nokia CloudBand Infrastructure Software
practice this limitation. For example, the “TOSCA metamodel uses the concept of service
templates to describe cloud workloads as a topology template, which is a graph of node templates
modeling the components a workload is made up of and as relationship templates modeling the
relations between those components. TOSCA further provides a type system of node types to
describe the possible building blocks for constructing a service template, as well as relationship

type to describe possible kinds of relations.””!

Furthermore the “core TOSCA specification
provides a language to describe service components and their relationships using a service
topology, and it provides for describing the management procedures that create or modify services
using orchestration processes.”’” Furthermore, “[a] Topology Template consists of a set of Node
Templates and Relationship Templates that together define the topology model of a service as [a]
directed graph. A node in this graph is represented by a Node Template. A Node Template
specifies the occurrence of a Node Type as a component of a service.””® Accordingly, Nokia
CloudBand cloud infrastructure uses TOSCA templates to configure the virtual computer network

by specifying interconnections between multiple computing nodes of the virtual computer

network, as seen below. (See id. at FIG. 1.)

I'TOSCA Simple Profile for Network Functions Virtualization (NFV) Version 1.0, Oasis
Documentation, http://docs.oasis-open.org/tosca/tosca-nfv/v1.0/csd04/tosca-nfv-v1.0-csd04.
html# Toc482896040.

Topology and Orchestration Specification for Cloud Applications Version 1.0,
http://docs.oasis-open.org/tosca/ TOSCA/v1.0/0s/TOSCA-v1.0-o0s.html.

.
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230. Claim 20 of the ’289 patent further recites “providing an indicated type of

functionality for handling at least some communications between the multiple computing nodes.”

231. Nokia AirFrame Data Center and Nokia CloudBand Infrastructure Software
practice this limitation. The ’289 patent describes load balancing as a networking related
functionality. (See *289 patent at 3:40-48.) Nokia CloudBand cloud infrastructure uses TOSCA
templates to define a type of functionality for handling at least some communications between the

multiple computing nodes, for example, load-balancing, as seen below.”

"#TOSCA Simple Profile in YAML Version 1.1, http://docs.oasis-open.org/tosca/TOSCA-
Simple-Profile-YAML/v1.1/csprd01/TOSCA-Simple-Profile-Y AML-v1.1-csprd01.html.
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9.9.12 tosca.nodes.LoadBalancer

The TOSCA Lead Balancer Node represents logical funclion that be wsed in conjuncion with a
Floating Address to distibute an application’s traffic (load) across a numbser of nstances of the
application (e .g., for a clustered or scaled apphication).

Shorthand Name LoadBalancer

Type Qualified tosca:LoadBalancer
Hama
Type URI tosca. nodes. LoadBalancer

5.9.12.1 Definition

tosca.nodes.LoadBalancer:
derived from: tosca.nodes.Root
properties:
algorithm:
type: string
required: false
status: experimental
capabilities:
client:
type: tosca.capabilities.Endpoint.Public
occurrences: [8, UNBOUNDED]

description: the Floatimg (IPF) client®s on the public network can
connect to

requirements:
- application:
capability: tosca.capabilities Endpoint
relationship: tosca.relationships.RoutesTo
occurrences: [8, UNBOUNMDED]
description: Connection to one or more load balanced applications

5.9.12.2 Notes:

* A LoadBalancer node can still be instantiated and managed independently of any
applications it would serve; therefore, the load balancer’s application requirement allows

for Zero oocumences
232.  Claim 20 of the 289 patent further recites “automatically providing the configured

virtual computer network for the client in accordance with the configuring by overlaying the virtual
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computer network on a distinct substrate network, the multiple computing nodes being connected
to the substrate network.”

233. Nokia CloudBand Infrastructure Software practices this limitation. For example,
Nokia CloudBand Infrastructure Software allows configuring virtual network functions (VNFs)
and supports “dynamic overlay network layer to address the needs of virtual network functions,”

as seen below.”

NETWORKING

Virtual petwork functions vary widely in their network demands. Due o their distribo-
tion throughout an NFV infrastruciure, the baseline requirement for an NFV network is
connectivity — not only within the datacenter but also across the wide area. For secunty
reasons, different network lunetions should only be connected o each other if they necd
o exchange data, and the NFV control, data and management traffic should be sepa-
rated, As network functions are decomposed, for example into data plane components
and a centralized control plane component, the wide arca connectivity belworn these
companenis necds to remain as highly reliable as with traditional integrated architec-
fures, Enough network resources should be available to ensure that surging traffic from
ether applications cannol adversely affect the NFV applications. The network shoukd

b resalient against cquipment faldunes and foroe majeune dizasters. Latency and Jitter
requirements vary from hundreds of milliseconds for some control and management
gystema Lo single digil milliseconds for mobile gateways and cloud radio access nelworks.

NFV networks will typically consist of a semi-static physical infrastructure along with
a much more dynamic overlay network laver 10 address the needs of virual network
functions, The overlay layer needs to respond quickly to changing service demand,
new service deployments and =0 on.

234. Claim 20 of the *289 patent further recites “the automatic providing of the virtual
computer network including: selecting one or more network devices that are accessible via the
substrate network and that are configured to provide the indicated type of functionality; and
forwarding multiple communications between the multiple computing nodes in accordance with

the configuring, the forwarding including routing at least one of the multiple communications to

*Alcatel-Lucent, Cloudband with OpenStack as NFV Platform (2014),
https://www.tmcnet.com/tmc/whitepapers/documents/whitepapers/2014/10694-cloudband-with-
openstack-as-nfv-platform.pdf, p. 5.
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at least one of the selected devices to enable the at least one selected device to provide the indicated
type of functionality for the at least one communication.”

235. Nokia CloudBand Infrastructure Software practices this limitation. For example,
as described above, “[Network Functions Virtualization (NFV)] networks will typically consist of

76 which are “one or more network devices that are accessible

a semi-static physical infrastructure,
via the substrate network.” Nokia CloudBand provides the dynamic overlay that connects to the
physical infrastructure devices.  CloudBand is connected to the physical infrastructure: it
“delivers NFV networking abstractions that extend from the datacenter across the WAN toward
»77

multiple locations (Figure 4).

Figung d. ChgisiBand nevwer k SUDDeri. Mversging Mesee Hetaoris VIR 85 o8 BDH oo rpdler (WIMD

- 3
fBc &as ww{{ w0

(Alcatel-Lucent, Cloudband with OpenStack as NFV Platform (2014), https://www.tmcnet.
com/tmc/whitepapers/documents/whitepapers/2014/10694-cloudband-with-openstack-as-nfv-

platform.pdf.)

1d.
"Id. at pp. 5-6.
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236. Further, “CloudBand Route Domains and Network Templates support flexible
aggregations of networks. CloudBand is open to interface with any networking framework using
standard OpenStack Neutron APIs and plugins. CloudBand can interface with existing MPLS
networks and other legacy networks using a process called VPN stitching.””®

237.  Further, CloudBand Infrastructure Software overlay substrate “delivers” access and
configuration “to provide the indicated functionality” for the physical network. For example,
Nokia CloudBand Infrastructure Software includes the “Nokia Virtualized Service Router (VSR)

[that] is a highly flexible virtualized IP edge router designed and optimized for telco cloud

environments,” as seen below.”

BId. atp. 5.
PVirtualized service router, https://www.nokia.com/networks/ip-networks/virtualized-
service-router/.
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Virtualized service router

Deliver virtualized netwaork functions (VINFs) fo A server enviranments

The Mokia Virtualized Service Roater (VSR Is a highly flexible virtualized 1P edge router desipned and
cptimized for koo cloud ervirgrements, it enables repid service inncvation while kowering aperating
costs, With the VSR, service providers can extéend service reach, open new markets, and sccelerate tHme
to maroet

The VSR wupports a broad and rich &t of virtualired IP adge applications - virtualized network functions
WHEs) to suppart mobile, business, and residentia! cervices

Based on the Service Routing Operating Systemn (58 Q54 the VSR delivers high performance and elastic
scalability for xE6 server environments

The VEH wupoacts Ehe highest levels of reEability and recillency. It alsa offers e manaperment
options - from warking with apen frameworks 10 delivering OpenStack®-integrated VNF management
and element management capabdithes with our Network Sefvices Platferm [NSP.

238. Nokia Virtualized Service Router (VSR) supports “forwarding” and “routing,” as

seen below.%?

8Nokia  Virtualized  Service  Router, https://www.al-enterprise.com/-/media/
assets/internet/documents/ale-nokia-virtualized-service-router-ip-mpls-datasheet-en.pdf, p. 4.
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NOKIA Alcatel-Lucent (Z})

Enberprise

+ Ease of interoperabiity: Using standardized and As a result of these advanced design concepts,

apen interfaces allews for Integrathon in a wide principles and approaches, Nokia's flexible and
variety of deployment emdronments robust wirtualized router implementation on the
Lr 1
= Dplimized use of resources and impravied VSR allows
telecommunications and IT integration » Optimal utilzation of hypervisor (host] resources
Proyen high performance with optimized wse -

High pesformance for bath cantrol plans

of resources on a standardized =86 compute (routing] and data plane (packet farwarding)

platform for different applications, users and

. s funetions
tenants enabbes roflout of profitable services
based on measurable business models » Separation of control plane and data plane
CPU cores
\ SR are h itecture s Advanced multi-system redundancy faatures
Wokia has leveraged its leading expertise and " Resilient cloud scaling
innowvation inservice routing and has architected = Superior life-cycle management capabilities
and optimized the Nokia VSR for the x86-based with a unigue approach to consistent operations
server architecture by applying advanced design across physical and virtualized network elements.

concepts, principles and approaches, including

« Separation of control plane and data plane tasks vSH dE F}l{j‘l_,.’mEﬂt

Allows for independent scaling of control plane

and data plane within the same VM The Mokia VSl is deployed in an integrated moded,

whare the VSR contral plane and data plane
» A virtual Ferwarding Path (vFP]: The vFP is the functionality are implernented on a sngle WM
xEf-optimized forwarding path that supports data  |n this model, the virtual CPU and memory of
path functions, Including access control lists, Qo5  the WM are shared ama ng
classification, policing, Ferwarding Information Base

(FIE] lookup, and related packet-processing functions - EaNkro) Cas Incucing:

=3 g | & S F it =

The VSR architecture provides forwarding by a “virtual Forwarding Path (vFP): The vFP is the
x86-optimized forwarding path that supports data path functions, including access control lists,
QoS classification, policing, Forwarding Information Base (FIB) lookup, and related packet-
processing functions.”®! The VSR also provides the full range of routing capabilities: “Provides
a full range of IP/MPLS edge services: business, residential, and mobile; Flexibly scales IP routing
infrastructure by supporting a wide range of virtualized routing applications; Leverages a rich
legacy of service robustness and stability from the Service Router portfolio, and is fully optimized

for the x86 server operating environment.”%?

81d.
82virtualized Service Router, https://www.nokia.com/networks/ip-networks/virtualized-
service-router/#benefits-features.
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239.  Furthermore, Nokia CloudBand Infrastructure Software can be configured to use a
“TOSCA Load Balancer node [that] represents logical function that be used in conjunction with a
Floating Address to distribute an application’s traffic (load) across a number of instances of the
application.”® As a logical function, the TOSCA Load Balancer is a layer on top of the substrate
network which connects through the layer to the network devices accessible via the substrate
network. Distribution of the application’s traffic across a number of instances forwards or routes
application requests to the underlying network devices processing those application instances.
Load balancing represents an example of an indicated type of functionality performed by the Nokia

CloudBand Infrastructure Software using TOSCA Load Balancer, as seen below.®*

$3TOSCA Simple Profile in YAML Version 1.1, http://docs.oasis-open.org/tosca/TOSCA-
Simple-Profile-YAML/v1.1/csprd01/TOSCA-Simple-Profile-Y AML-v1.1-csprd01.html.
841d.
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5.9.12 tosca.nodes.LoadBalancer

The TOSCA Load Balancer node represents kogical function that be wsed n conpnction with a Floating Address to
destribade an application's traffic (load) acrass a number of nstances of the applicaton (e.g., for 8 chestersd or Scaled

application)

Shosthand Mame LopdBalencer
Type Qualified Mame | tosoaLoadBalancer
Tirpe LRI tosca modes. LosdBalancer

5.9.12.1 Definition

tosca.nodes. LoadBalancer:
derived from: tosca.nodes.Boot
properties:
algordthm:
type: string
required: false
status: experisental
capabilivies:
client;
type: tosca.capabllities,Endpolnt, Public
occurrences: [8, UMEOUNDED]
description: the Floatimg (IP) client's on the public network can connect to

requirements:
- application:
capability: tosca.capabilities.Endpolint
relationship: tosca.relaticnships.RoutesTo
occurrences: [8, UNBOUNDED]
description: Connection to one or more load Balanced applications

240. Nokia is and has been on notice of the infringement of the *289 patent at least as of
the time Amazon filed and provided notice of this Complaint.

241. Nokia will infringe indirectly and continue to infringe indirectly one or more claims
of the 289 patent by active inducement under 35 U.S.C. § 271(b) by actively encouraging others
to make, use, sell, and/or offer to sell in the United States, Nokia AirFrame Data Center and Nokia
CloudBand Infrastructure Software.

242. For example, Nokia will provide directions, technical support, guides, marketing
materials, instruction manuals, and/or other information that encourage and facilitate infringing

use by others of the method as claimed in claim 20 of the 289 patent.
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243. Nokia will sell Nokia AirFrame Data Center and Nokia CloudBand Infrastructure
Software with the knowledge and intent that customers who buy it will use it for their infringing
use and therefore that customers will be directly infringing the ’289 patent.

244. Nokia will intend and continue to intend to induce patent infringement by its
customers and will have knowledge that the inducing acts will cause infringement or will be
willfully blind to the possibility that its inducing acts will cause infringement.

245. Nokia will also infringe indirectly and continue to infringe indirectly one or more
claims of the ’289 patent by contributory infringement under 35 U.S.C. § 271(c) by offering to
sell, selling, or importing into the United States, components of Nokia AirFrame Data Center and
Nokia CloudBand Infrastructure Software, which include non-standard software, knowing the
same to be especially made or especially adapted for use in an infringement of the *289 patent, and
not a staple article or commodity of commerce suitable for substantial non-infringing use.

COUNT V: PATENT INFRINGEMENT OF U.S. PATENT NO. 8,296.419

246. Amazon incorporates by reference the preceding paragraphs as if fully stated
herein.

247.  Amazon is informed and believes, and on that basis alleges, that Nokia has
infringed and is currently infringing one or more claims (e.g., claim 4) of the ’419 patent in
violation of 35 U.S.C. § 271, and will continue to do so.

248. Nokia has infringed and is currently infringing literally and/or under the doctrine
of equivalents, by, among other things, making, using, offering for sale, selling, and/or importing
within this judicial district and elsewhere in the United States, infringing products, including but

not limited to Nokia CloudBand, in violation of 35 U.S.C. § 271(a).
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249. By way of example only, Nokia CloudBand meets all the limitations of at least
independent claim 4 of the *419 patent, either literally or under the doctrine of equivalents.
250. Exemplary claim 4 of the *419 patent recites:

4. A computer-implemented method comprising:

receiving, by one or more computing systems configured to provide
a distributed program execution service having a plurality of
computing nodes, configuration information regarding executing an
indicated program on an indicated quantity of multiple of the
plurality of computing nodes, wherein the executing of the indicated
program causes a plurality of jobs to be executed;

initiating at a first time, by the one or more configured computing
systems, the executing of the indicated program in a distributed
manner on the multiple computing nodes in such a manner that one
or more of the jobs of the indicated program are attempted to be
executed on each of the multiple computing nodes;

determining, by the one or more configured computing systems at a
second time subsequent to the first time, whether a minimum subset
of the multiple computing nodes have begun to execute the jobs of
the indicated program as expected; and

in response to the determining, initiating a change in a quantity of
the multiple computing nodes that are used for executing the jobs of
the indicated program.

251. Nokia infringes claims of the 419 patent, for example, claim 4 of the 419 patent
since it makes, uses, offers for sale, and/or sells in the United States and/or imports into the United
States infringing products and services including but not limited to Nokia CloudBand.

252.  For the preamble of claim 4, to the extent the preamble is determined to be limiting,

Nokia CloudBand practices a “computer-implemented method comprising.”
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253. For example, “Our CloudBand portfolio makes it simple to host, orchestrate,

automate, and manage VNFs and it manages tens of thousands of servers across more than 200

service providers around the globe,” as seen below.*’

CloudBand

Deploy cloud infrastructure, management and orchestration for

Virtual Machines and Container-based software

Transition to cloud-native

The Telco cloud is 0 trargition. Metworks are shitting from monchthe Vietuaired Metwork Functicans [VNFg)
Funning on Virtual Bachings W) 1o Coudsnathe NeTwork Functong |CNFS) enning 36 Peono-serdces in

CoMLBrErs

The shift promizes greater cholee in deployment endironmeents iprivate or public cioud), iscations [dats cerber or
g, and & mond Mot use of CoMpUling MESoUTCeE. It A50 DIOImeses Simgkig, W5 OoRTly and bess risky
spplication snd infrastructure enhencements and upgrades through fully sutomated softeare onboarding,
IrestaBation and verification testing functions. These characteristics are practicaly pre-requisiies to support 50%

L o o

ETSI NFV deployments

Makia s well positioned to sssist you with this transition. For starters, Noklss CloudBend software Is & widely
depdoped syntaem for ETSI NFY MAND |msnagermnent s crchagbration], with comimssycigily prosen reliabfity,
ybomaticn, repestability sl sacurity.

O ClepdBaend portfolio mates it simgle to oot orchesirate, sutomate, and manage YHFS and i manages 18

of thousands of senars scross more then 200 serdce providers smourd the globe

254. Claim 4 of the 419 patent further recites “receiving, by one or more computing
systems configured to provide a distributed program execution service having a plurality of
computing nodes, configuration information regarding executing an indicated program on an
indicated quantity of multiple of the plurality of computing nodes, wherein the executing of the

indicated program causes a plurality of jobs to be executed.”

$CloudBand Deploy cloud infrastructure, management and orchestration for Virtual
Machines and Container-based software, https://www.nokia.com/networks/core-networks/
cloudband/.
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255.  Nokia CloudBand practices this limitation. For example, “Once a network service
or function has been onboarded, higher level orchestrators or human operators can trigger the
Network Director to deploy or update an instance of the network service as part of the service
orchestration process (Figure 3). As a first step of this process, the set of VNFs and VNF
forwarding graphs is determined based on a TOSCA template.”®® Nokia CloudBand also includes
Nokia Container Services, which provides functionalities similar to those offered earlier by Nokia
CloudBand Network Director. Nokia Container Services is an “offering for deploying,
orchestrating, monitoring and managing containers and container-based applications” that
supports “complete infrastructure life cycle management functions,” “infrastructure scaling
operations which allow addition or removal of nodes from a cluster,” and ‘“heal[ing]” to “recover

a failed node.”®’

8Exhibit M, Nokia CloudBand Network Director, Product Information,
https://docplayer.net/19792521-Nokia-cloudband-network-director.html, p. 4.

8"Nokia Container Services, https://onestore.nokia.com/asset/207821? gl=1*1eyhxlb*
_gel au*MTQ5MzMwNjczOC4xNzE2OTY 1OTES* ga*MTg4NDkzNjMxMi4xNzE2OTY 10T
E3* ga D6GESQF247*MTcyMTE2MTkxOS4yMC4xLjE3MjJExNjQSMTIuMC4wLjA.& ga=
2.19237244.578210260.1721069959-1884936312.1716965917, p. 2.
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Oince a network service or function has been
anboarded h-f:h-_l e orchestiratonrs o humar
operators can trigper the Metwork Director (o
epedy OF update an instance of the nehwork
service as part of the sarvice onchestration process
Figuare 31 A% 2 Terst sheg of th process, (e sed

of WNFs and VNF forwarding graphs is detenmined

Based cn oo TOSCA térmplate. Then, the Network

Deractor identifies a panarnt YNF m anager, such as
CloudBand Application Manager, of YNF-spacini
Vi managers, to exacute the ifecyde of the

Wi | LAy, an approdsiate YNF manager is

nstantiated. it then instructs the VRF manager to
f O LI

mmissEd connec bed PNFS b work stk the YVRFS

fate and commssion the YNFS and

(Exhibit M, Nokia CloudBand Network Director, Product Information, https://docplayer.net/
19792521-Nokia-cloudband-network-director.html, pp. 3-4.)

256. Claim 4 of the *419 patent further recites “initiating at a first time, by the one or
more configured computing systems, the executing of the indicated program in a distributed
manner on the multiple computing nodes in such a manner that one or more of the jobs of the
indicated program are attempted to be executed on each of the multiple computing nodes.”

257. Nokia CloudBand practices this limitation. For example, “CloudBand provides a
policy-based placement algorithm that computes a quasi-optimal location based on server
utilization at the different locations, affinity and anti-affinity rules, and other parameters. In
addition, CloudBand supports Placement Zones, which span geo-distributed datacenters by

‘aggregating’ CloudBand Node OpenStack availability zones. Virtual machines belonging to

107



Case 1:24-cv-00891-UNA Document 1 Filed 07/30/24 Page 108 of 186 PagelD #: 108

vNFs can then be instantiated across these Placement Zones according to pre-defined business

policies,” as seen below.®

CloudBand supports distributed NFV cloud infrastructures in a variely of ways.
CloudBand provides aggregated norihbound APl that allow NFY applications and B35/
055 vo deal with the different locations as a single cloud. CloudBand provides a policy
based placement algorithm that computes a quasi-optimal location based on server
ufilization af the different locations, affinity and anti-affinity rules, and other parameters,
In addition, CloudBand supports Placement Zones, which span geo-distributed datacen-
ters by “aggregating” CloudBand Node OpenStack availability zones. Virtual machines
belonging to vMFs can then be instantiated across these Macement Lones according to
pre-defined business policies. CloudBand provides buili-in lead balancing services for
scalable distributed network functions. The CloudBand graphical user portal gives users
an aggregated view of the infrastructure according to their different roles and responsi-
bilities. The image management component of ClosdBand manages a single catalog of
images automatically and assures that images are made available where they are needed.
User accounts and key pairs are also managed at the global level.

ChouniBlasd vl Openflack o MOV Malbonm
COLABCEATTEE WWTTE PPER Bf T T B0 CATEL L LT s B 0 HAY
]

(Alcatel-Lucent, Cloudband with OpenStack as NFV Platform (2014), https://www.tmcnet.com/
tmc/whitepapers/documents/whitepapers/2014/10694-cloudband-with-openstack-as-nfv-
platform.pdf, p. 4.)

258. Claim 4 of the ’419 patent further recites “determining, by the one or more
configured computing systems at a second time subsequent to the first time, whether a minimum
subset of the multiple computing nodes have begun to execute the jobs of the indicated program
as expected.”

259. Nokia CloudBand practices this limitation. For example, “You can assign a
threshold policy to a VNF to allow the NFM-P to trigger automatic lifecycle management

operations based on defined KPIs or alarms. A threshold policy allows you to monitor a set of

88 Alcatel-Lucent, Cloudband with OpenStack as NFV Platform (2014), https://www.
tmenet.com/tmc/whitepapers/documents/whitepapers/2014/10694-cloudband-with-openstack-as-
nfv-platform.pdf, p. 4.
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pre-defined KPIs and create rules to define when the application indicates an overload, underload,
or healing condition,” as seen below.®

4.1.7 VNF threshold policies
Vi) e arssog @ Pewahokd policy iooa VNF B sllows ths NFIA-P i ingger soficenate
IeryThe Mg P Dased on defined KPiz or alarms. A Swoshold policy
e youa B0 monitor @ sed of pro-diefined KPPy arsd create rules o defing when the
npplrabon ndicales an vwriasd, undonond, o Fealing corcition, The policy aiso alows
you chedine an aulomalic Fggored acton o B periommed vwihin amy of Fese condilons is
mol Thess correciive actiors include perorming a scakng operaion, perfamng a
g Dpuaraton, o g ah alsem, When & Becychs managament Scion i oo,
e NFRLP sefcematenlly sends & ey changs notficason io CELAR
Vi i criide 8 CUM of TG teimplalo b daling & B of corclion a5 specly an
mction o bo automatically periomusd whisn Those condions ane mel. Th inmplat can
e umaed B0 creae @ VNF threshold policy, il you can reodify the delaull conditiors: and
actions mmporiod Irom the iemplalo oach T you Chadln & mew oy

Hobomss 173
March 2007
I 1 FHE- 11000 A0AA TOFFS 16

260. Claim 4 of the *419 patent further recites “in response to the determining, initiating
a change in a quantity of the multiple computing nodes that are used for executing the jobs of the
indicated program.”

261. Nokia CloudBand practices this limitation. For example, “The policy also allows
you define an automatic triggered action to be performed when any of these conditions is met.
These corrective actions include performing a scaling operation, performing a healing operation,
or raising an alarm. When a lifecycle management action is triggered, the NFM-P automatically
sends a lifecycle change notification to CBAM.”*°

262. Nokia is and has been on notice of the infringement of the 419 patent at least as of

the time Amazon filed and provided notice of this Complaint.

$NSP Network Services Platform, Network Functions Manager - Packet (NFM-P) Release
17.3, NFV Solutions Guide, https://documentation.nokia.com/cgi-bin/dbaccessfilename.cgi/
3HE11999AAAATQZZA01 V1 _NSP%20NFM-P%2017.3%20NFV%20Solutions%
20Guide.pdf, p. 19.

Y.
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263. Nokia will also infringe indirectly and continue to infringe indirectly one or more
claims of the *419 patent by active inducement under 35 U.S.C. § 271(b) by actively encouraging
others to make, use, sell, and/or offer to sell in the United States, Nokia CloudBand.

264. For example, Nokia will provide directions, technical support, guides, marketing
materials, instruction manuals, and/or other information that encourage and facilitate infringing
use by others of the method as claimed in claim 4 of the *419 patent.

265. Nokia will sell Nokia CloudBand with the knowledge and intent that customers
who buy it will use it for their infringing use and therefore that customers will be directly infringing
the *419 patent.

266. Nokia will intend and continue to intend to induce patent infringement by its
customers and will have knowledge that the inducing acts would cause infringement or will be
willfully blind to the possibility that its inducing acts will cause infringement.

267. Nokia will also infringe indirectly and continue to infringe indirectly one or more
claims of the ’419 patent by contributory infringement under 35 U.S.C. § 271(c) by offering to
sell, selling, or importing into the United States, components of Nokia CloudBand, which include
non-standard software, knowing the same to be especially made or especially adapted for use in
an infringement of the 419 patent, and not a staple article or commodity of commerce suitable for
substantial non-infringing use.

COUNT VI: PATENT INFRINGEMENT OF U.S. PATENT NO. 9,106,540

268. Amazon incorporates by reference the preceding paragraphs as if fully stated

herein.
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269. Amazon is informed and believes, and on that basis alleges, that Nokia has
infringed and is currently infringing one or more claims (e.g., claim 4) of the ’540 patent in
violation of 35 U.S.C. § 271, and will continue to do so.

270. Nokia has infringed and is currently infringing literally and/or under the doctrine
of equivalents, by, among other things, making, using, offering for sale, selling, and/or importing
within this judicial district and elsewhere in the United States, infringing products, including but
not limited to Nokia CloudBand Infrastructure Software, in violation of 35 U.S.C. § 271(a).

271. By way of example only, Nokia CloudBand Infrastructure Software meets all the
limitations of at least independent claim 4 of the *540 patent, either literally or under the doctrine
of equivalents.

272. Exemplary claim 4 of the *540 patent recites:

4. A computer-implemented method for providing logical
networking functionality for computer networks, the method
comprising:

receiving, by one or more configured computing systems of a
configurable network service, configuration information for a first
virtual computer network that includes multiple computing nodes
arranged via a specified network topology, the configuration
information indicating a specified virtual router device that logically
interconnects at least first and second groups of the multiple
computing nodes;

the multiple computing nodes for information from the specified
virtual router device, wherein the responding includes emulating
functionality of the specified virtual router device in generating
response information for the one computing node without using any
physical router devices to represent the specified virtual router
device; and

forwarding, by the one or more configured computing systems, a
communication between the first and second groups of computing
nodes by emulating further functionality of the specified virtual
router device for modifying the communication as part of the
forwarding.
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273. Nokia infringes claims of the *540 patent, including for example claim 4 of the 540
patent, since it makes, uses, offers for sale, and/or sells in the United States and/or imports into the
United States infringing products and services including, but not limited to Nokia CloudBand.

274.  Claim 4 of the *540 patent begins, “A computer-implemented method for providing
logical networking functionality for computer networks.” As a non-limiting example, Nokia
performs this method using Nokia CloudBand to implement logical networking functionality for
computer networks.

275. Nokia CloudBand practices this limitation. For example, Nokia CloudBand allows
hosting, orchestrating, automating, and managing of virtualized network functions (VNFs) and

services, as seen below.’!

ETSI NFV deployments

276. Claim 4 of the ’540 patent further recites “receiving, by one or more configured
computing systems of a configurable network service, configuration information for a first virtual

computer network that includes multiple computing nodes arranged via a specified network

*'Nokia, CloudBand: Deploy cloud infrastructure, management and orchestration for
Virtual Machines and Container-based software, https://networks.nokia.com/products/cloudband.
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topology, the configuration information indicating a specified virtual router device that logically
interconnects at least first and second groups of the multiple computing nodes.”

277. Nokia CloudBand practices this limitation. For example, “CloudBand Application
Manager as an ETSI NFV-compliant Virtualized Network Function Manager (VNFM) automates
VNF lifecycle management and cloud resource management” and “It executes lifecycle

management actions more easily and predictably than manual methods. It supports Nokia and
third-party VNFs,” as seen below.”

MOCIA,

CloudBand Application Manager

izet a YHFM for OpenStack- and VMware-based virtual machines

Ready-to-use VNF lifecycle management : S -

VHF Ifecyecle mamagemient
ClaudBand Asphiahion MEnaged af éf ETS NFV- o hijphant Vv tushsed Retecd e —
Fanctson Manager [P sutomates i idecycle mansperment and cloud resoune
MaAnement, 8 its tlandendc-bated LPH maios i iy 10 wor wilhi afy vendor s Rislated Slutions and products
VIF, Elewmnient Manbpemant Syl [EMIEL, Wirtushped Indragtructuns Manager VM, and t Lesrn mong
WY Qirchesstrater INFYD]L Far the Rokis WNF portfobs, CloedBerd Appbcaticn Mansper
affers a nead-to-use, pre-evlegrdded, one-chick jolubon Sar ifegyche maanapemerd

Ligwidand Agpiiaban Marager atemales Sopthe metagement by prinadeng S0 pen
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278.  Furthermore, Nokia CloudBand supports “OpenStack Neutron” which is “the

networking component offering abstractions, such as Layer 2 and Layer 3 networks, subnets, IP

92Nokia, CloudBand Application Manager: Get a VNFM for OpenStack - and VMware-

based Virtual Machines, https://www.nokia.com/networks/core-networks/cloudband/application-
managet/.
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addresses, and virtual middleboxes.” Furthermore, “NFV networks ... typically consist of a
semi-static physical infrastructure along with a much more dynamic overlay network layer to
address the needs of virtual network functions,” as seen below.”

MEV networks will rgn:i:‘;.nll',' consEist of a semi-static physical infrastroctune ._|5|:||1B wilh
a much more dynamic overlay network layer to address the needs of virtual network
functions. The overlay Laver needs fo respond quickly to changing service demand,
new service deployments and so on,

OpenStack Neutron is the networking component offering abstractions, such as Layer 2
and Layer 3 networks, subnets, [P addresses, and virtual middleboxes. Neuiron has a
plugin-based architeciure, Metworking requests 1o Neutron are forwarded to the Meutron
plugin imstalled to handle the specifics of the present network. Meutron s limited to a
singhe space of network resources typically associated with an OpenStack region. There
is no capability to lederate multiple network domains and manage WAN capabilities.

CloudBand delivers NFV networking abstractions that extend from the datacenter across
the WAN toward multiple locations [Figuee 4], CloudBand Route Domains and Network
Templates support lexible agpregations of networks. CloudBand is open to interface
with any networking framework using standard OpenStack Newtron APl and plugins.
CloudBand can interface with existing MPLS networks and other legacy networks using
a process called VPN stiching.

For example, CloudBand supports Nuage Metworks Virtualized Services Platform (VSP),
a second generation SN solution. Nuage Networks VSP suppons ihe federation of
miltiphe SDN network domains each with their own SDM controller. Metworks are
synchronized in both directions between ClondBand and Nuage Networks V5P, The SDN
controller, in this case Nuage Networks VEP, has been recently identified by ETSI NFV
Industry Specification Group and is now referenced as the WAN Infrastructure Manager
(WIM]).

279.  Furthermore, Nokia supports “CloudBand Route Domains and Network Templates

support flexible aggregations of networks. CloudBand is open to interface with any networking

framework using standard OpenStack Neutron APIs and plugins.”®

% Alcatel-Lucent, Cloudband with OpenStack as NFV Platform (2014), https://www.
tmcnet.com/tme/whitepapers/documents/whitepapers/2014/10694-cloudband-with-openstack-as-
nfv-platform.pdf, p. 5.
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280. Nokia CloudBand uses the Neutron networking component of Openstack to receive
configuration information for a virtual computer network that includes multiple computing nodes
arranged via a specified network topology and configures the virtual computer network according

to the configuration, as seen below.”

Networks, Subnets & Ports

As profnised, let's first create some netwaorks., For this section our plan & to

& Cregte 3 neabwork (GREEN]. Create a subnet for this network and then spawmn Do
virtual machimes [vhis) using this nebwork

« Creale another network (RED] with a different subnet and spawn another Do VS
using this netwark

- ..-r_-l-I-,' ports created as part of abave process and understand '.-.'h:|I OpenSiack
networking ports are useful

| Wetwork  GREEN |Sebest 10305 |
Coooo—oo)

P —
! Wi ! W2

[ =

LAy

EX ELTNETT

- Metwork : REDESebnel 0100

% Alok Kumar, Everything you need to know to get started with Neutron, Superuser (2016),
http://superuser.openstack.org/articles/everything-you-need-to-know-to-get-started-with-neutron-
90e2797-26b7-4d1c-84d8-effef03f11d2/.

115



Case 1:24-cv-00891-UNA Document 1 Filed 07/30/24 Page 116 of 186 PagelD #: 116

281. Nokia CloudBand uses the Neutron networking component of Openstack to receive
configuration information indicating a specified virtual router device that logically interconnects

groups of computing nodes, as seen below.”’
Rowters ane logical networking components which:

« forward data packets between networks,

« prowide L3 and NAT forwarding to provide external access for WMS on tenant
nEtworks,

Let's demongirate these two features of routers, in this section, we will introduce & new
router. Attach one end of each network to a router 5o that they are connected. Then we
will create a dummy external network and make this router a gateway, This way all our
Whis can communicate with the outside world, AL the end of this section, we will have &
setup as shown below.

M e - i i e . . 40 <4 - i e e BB B e o B o A B B T SRS T - g

1d.
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282. The Neutron networking component of Openstack allows Nokia CloudBand to

create advanced virtual network topologies, as seen below.”

Networking (neutron) concepts

Coantents

i}!:;_"'u‘_:.t.gr_k r-in_'-l,l.-.u:.-'-.l".g [reutran) manages al r'|:I|.-.-r_:-'I-|.".J;:_ facels Tor the Virtual Nebtwork ng
Infrastrcture (VNI and the access !._l,,-u_'--' aspects ol the F‘I':.--_-.'n:._l [ ebwarking nfrastructure
{(PMI) in your OpanStack emaronment. OpenStack Networking enables projects 1o create
advancad virtual nebeork '_-::.[_:;_'.I-'_'-Elr_-'_-u..'.'l'. £ ki My nclude sepvces such 35 3 lirewall a laasd

er, and a wirtugl orvate nebtwork (VPN

Mehworking prov des networks, subnets, and routers as obpeCl abstractions. Each absiracison
has functicnality that mimics its |.'.-I|',".i.' al counterpart: networks contain subrets, and routers

route traffic bepseen different subnets and networks

283. Claim 4 of the ’540 patent further recites “responding, by the one or more

configured computing systems, to a request from one of the multiple computing nodes for

%0penStack, OpenStack Documentation: Networking (neutron) concepts (2019),
https://docs.openstack.org/newton/install-guide-ubuntu/neutron-concepts.html.
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information from the specified virtual router device, wherein the responding includes emulating
functionality of the specified virtual router device in generating response information for the one
computing node without using any physical router devices to represent the specified virtual router
device.”

284. Nokia CloudBand practices this limitation. For example, Nokia CloudBand
includes a Distributed Virtual Router (DVR) that implements virtual routers across the compute

nodes, as seen below.”

Neutron OVS DVR - Distributed Virtual
Router

hitos/Dluepints sunchoad net/neutron/  spec/meutron-ovs-dyr

Meutron Distrbuted Virtual Router implements the L3 Routers across the Compute Modes, so that
teniants intra Vi communication will ooour without hiting the Network Mode. (East-YWest Routing)

Also Neutron Distributed Virtual Rowter implements the Floating IP namespace on every Compute
Mode where the \Wiis are located. In this case the VM with FloatinglPs can forward the traffic 1o the
Exterral Metwork without résching the MNetwork Mode. (Morth-South Routing)

Meutron Distnbuted Virtual Router provides the legacy SHAT behavior for the default SNAT for all
private Wide, SNAT serdce i not destributed, it = centraized and the service node will host the

FTViCR,

Proposed change

The proposal is to distribute the L3 Routers across the Compute Nodes when reguired by the Wivis

In thig cgte there will be Enharnced L3 .ﬂu;t".l!s runming an #ach and every compute rnede { Thig iz nol
a new agent, this s an updated version of the exsting L3 Agent). Based on the configuration in the
L3 Agent.ini file. the enhanced L3 Agent will behave in legacy(centralized router) mode or as a
distributed router mode.

%OpenStack, OpenStack Documentation: Neutron OVS DVR - Distributed Virtual Router
(2014), https://specs.openstack.org/openstack/neutron-specs/specs/juno/neutron-ovs-dvr.html.
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285. Furthermore, an agent (L3 Agent) behaves as a router thereby emulating a virtual

router while responding to requests from computing nodes, as seen below.!%

Configuration option = Default
value

[DEFAULT]

{Stropt) The working mode
for the agent. Allowed
modes are: 'legacy’ - this
preserves the existing
behavior where the L3 agent
is deployed on a centralized
networking node to provide
L2 services like DNAT, and
SMAT. Use this mode if you
do not want to adopt DVR.
'dvr' - this mode enables
DVR functionality and must
be used for an L3 agent that
runs on a compute host.
'dvr_snat' - this enables
centralized SNAT support in
conjunction with DVR. This
mode must be used for an
L3 agent running on a
centralized node {or in
single-host deployments,
e.g. devstack)

agent_mode = Legacy

286. Claim 4 of the ’540 patent further recites “forwarding, by the one or more
configured computing systems, a communication between the first and second groups of
computing nodes by emulating further functionality of the specified virtual router device for
modifying the communication as part of the forwarding.”

287. Nokia CloudBand practices this limitation. Nokia CloudBand includes a

Distributed Virtual Router (DVR) that forwards communications between groups of computing

100penStack, OpenStack  Configuration  Reference:  Liberty: L3  Agent,
https://docs.openstack.org/liberty/config-reference/content/networking-options-13_agent.html.
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nodes by emulating the functionality of a virtual router device for modifying the communication
as part of the forwarding.

288. For example, the Distributed Virtual Router (DVR) supported by Nokia CloudBand
implements distributed virtual routing using L2 and L3 agents that emulate the functionality of a
virtual router. “In order to accomplish distributed routing, both the L3 and L2 Agent work will
need to work hand-in-hand inside the Compute Node. Today the L3 Agent runs in Network Node,
but with this DVR proposal, the L3 Agent will run in Compute Nodes as well. The L2 Agent on
compute nodes will continue as is today but will work in an enhanced mode called the ‘DVR
Mode’ where the L2 Agents will be additionally responsible for managing (adding/removing) OVS

rules in order to accomplish distributed routing,” as seen below.'%!

LEGEND wrnl is in RED Met
Tenant 1 has two Networks - RED & GREEN wrn? it in GREEN Met
ri represents a router cwned by Tenant 1 CH1and CH2 are two compute nodes

PING REQUEST from wml ta vl

s L==] [iem )] == L= 1l =s]

A beite | | brintenz |

b h

1 |=[_.||....-L|| mETET
[
br-fun=cnii br-fun=cnd

ChZ

Data Nabwork

1910penStack, Neutron/DVR L2 Agent, https://wiki.openstack.org/wiki/Neutron/
DVR L2 Agent.
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289. The Distributed Virtual Router (DVR) supported by Nokia CloudBand modifies
the communications as part of the forwarding. “The tunnel bridge on CN1, replaces the frame’s
source mac address with a Unique DVR MAC Address of its node (one unique dvr mac address is
assigned per compute node by the controller). The resulting frame is forwarded to CN2 by this
tunnel bridge. Before forwarding, it also strips the local green-vlan tag and tunnels the frame with
green-vni VXLAN id.” And “[t]he integration bridge on CN2, identifies the incoming frame’s
source mac address is a DVR Unique MAC Address (every compute node 12-agent knows all dvr
unique mac addresses used in the cloud). It then replaces the DVR Unique MAC Address with
the green subnet interface MAC address and forwards the frame to vm2.”!%2

290. Nokia is and has been on notice of the infringement of the 540 patent at least as of
the time Amazon filed and provided notice of this Complaint.

291. Nokia will also infringe indirectly and continue to infringe indirectly one or more
claims of the *540 patent by active inducement under 35 U.S.C. § 271(b) by actively encouraging
others to make, use, sell, and/or offer to sell in the United States, Nokia CloudBand.

292.  For example, Nokia will provide directions, technical support, guides, marketing
materials, instruction manuals, and/or other information that encourage and facilitate infringing
use by others of the method as claimed in claim 1 of the 540 patent.

293.  Nokia will sell Nokia CloudBand with the knowledge and intent that customers
who buy it will use it for their infringing use and therefore that customers will be directly infringing

the ’540 patent.

1920QpenStack, Neutron/DVR L2 Agent, https://wiki.openstack/org/wiki/Neutron/DVR
L2.
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294. Nokia will intend and continue to intend to induce patent infringement by its
customers and will have knowledge that the inducing acts would cause infringement or will be
willfully blind to the possibility that its inducing acts will cause infringement.

295. Nokia will also infringe indirectly and continue to infringe indirectly one or more
claims of the ’540 patent by contributory infringement under 35 U.S.C. § 271(c) by offering to
sell, selling, or importing into the United States, components of Nokia CloudBand, which include
non-standard software, knowing the same to be especially made or especially adapted for use in
an infringement of the 540 patent, and not a staple article or commodity of commerce suitable for
substantial non-infringing use.

COUNT VII: PATENT INFRINGEMENT OF U.S. PATENT NO. 9,621,593

296. Amazon incorporates by reference the preceding paragraphs as if fully stated
herein.

297. Amazon is informed and believes, and on that basis alleges, that Nokia has
infringed and is currently infringing one or more claims (e.g., claim 23) of the *593 patent in
violation of 35 U.S.C. § 271, and will continue to do so.

298. Nokia has infringed and is currently infringing literally and/or under the doctrine
of equivalents, by, among other things, making, using, offering for sale, selling, and/or importing
within this judicial district and elsewhere in the United States, infringing products, including but
not limited to Nokia AirFrame Data Center and Nokia CloudBand Infrastructure Software, in
violation of 35 U.S.C. § 271(a).

299. By way of example only, Nokia CloudBand Infrastructure Software meets all the
limitations of at least independent claim 23 of the *593 patent, either literally or under the doctrine

of equivalents.
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300. Exemplary claim 23 of the 593 patent recites:
23. A system, comprising:
one or more computing systems having one or more processors; and;

at least one memory including instructions that, upon execution by
at least one of the one or more processors, cause the system to:

receive, via an interface provided for use in configuring execution
of programs by a program execution service, a request from a client
that includes configuration information related to executing an
indicated program; and

select one or more computing nodes of the program execution
service to use for execution of the indicated program;

manage, based at least in part on the received configuration
information, execution of one or more instances of the indicated
program by the selected one or more computing nodes on behalf of
the client.

301. Nokia infringes claims of the *593 patent, for example, claim 23 of the 593 patent
since it makes, uses, offers for sale, and/or sells in the United States and/or imports into the United
States infringing products and services including but not limited to Nokia AirFrame Data Center
and Nokia CloudBand Infrastructure Software.

302. Claim 23 of the ’593 patent begins, “A system, comprising: one or more computing
systems having one or more processors; and at least one memory including instructions that, upon
execution by at least one of the one or more processors.”

303. Nokia CloudBand Infrastructure Software practices this limitation. For example,
Nokia AirFrame Data Center allows users to “build compact and efficient cloud computing data

center” using “scalable processors,” as seen below.'*

%Nokia, AirFrame Data Center: Adapt to Any Cloud-Based Application, https://www.
nokia.com/networks/data-center/airframe-data-center/.
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304. Claim 23 of the 593 patent further recites “receive, via an interface provided for

use in configuring execution of programs by a program execution service, a request from a client

that includes configuration information related to executing an indicated program.”

305. Nokia CloudBand Infrastructure Software practices this limitation. For example,

Nokia CloudBand Infrastructure Software supports a “Cloud Operations Manager [that] offers

single pane of glass management of hybrid, geographically distributed Kubernetes and OpenStack

cloud infrastructures, including dynamic cluster creation as well as management of cluster

resources,” as seen below.!%

104Cloud  Operations  Manager,  https://www.nokia.com/networks/core-networks/

cloudband/cloud-operations-manager/.
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MNO<LA

Cloud Operations Manager

Automate cloud il rations

Watch dema

What is Nokia Cloud Operations Manager? On this page

L What s Nokis Cloud
Operations Manager?

Bokis Cloud Operations Mansger tprevicusly Mokia Cloud8ana
MaTwork Deractod] putamates lifeoyois coerations of ¢ontgorsrmed

network functions (CHFs), virtual network functions WHFsl, and -
network services (MSsk It optimezes and govemns platform nesource L Related tepics
wibge snd 5 fengned for driiribited, midti-1eannt. mailti-vendod

cloud nfrastruchures

Henebtd and Pealened

L Besgurces

. L Related solutssna and
Teloo applications ane increasingly leveraging cloud-native

products
principles, which will often co-earst with VNFs, Multple imegrated
Espplcations provede an intes-related sernoe o5 apphcston suites of = LEBAH Mone
engineered syttems such a3 YolTE or core networis. Cloud
Operaliont MERSEET sulomales the facyle mansgamant of such
nybeid networis o achiewe sgility and cott savings

Cioud Operatsons Manager promdes wnihied fedycle management,
cenireleed monrbonng and vigualizaton of CNEs, YNFg snd NS B
siso offers. single pane of glass management of hybrid,
peographically dstributed Kubemetes and OpenSiack doud
rifrastructunes, ncuding dynamic cluster creaton &5 well as
management of cluster resorces

Teday, mioane than 50 customend arcwirsd 1Hhe wodld rely &n Cloud
Dperations Manager for sutometed cloud lifecycle operationd

306. Nokia CloudBand Application Manager supports “virtual network functions ...
referred to as VNFs” and supports use of “TOSCA template” for “VNF lifecycle management,”

as seen below.!%

105Nokia, Nokia NSP Network Services Platform, https://documentation.nokia.com/cgi-
bin/dbaccessfilename.cgi/3HE15164AAAETQZZA V1 NSP%2019.11%20Network%20Superv
ision%20Application%20Help.pdf, p. 28.
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2.14 VNF custom actions

il thore mno cuslom actions dofined = the TOSCA lemplato for 8 YHNF, you can trggos thom using

fhey Mobweork Supenision apphcation. Chick on the More bulion on 8 YiNF and fhon chooss ViNF >
Cursioem Ackions o viesw 8 el ol army csiom sctions Bl havad Beon dolined for e VHE.

307. The TOSCA requests support “placement” of “TOSCA nodes” “by region[s],”

including “[g]eographic regions (e.g., cities, municipalities, states, countries, etc.),” as seen
below.'%

12.5.1.2 Use Case 2: Controlied placement by region

12.5.1.2.1 Description

s isa Case demonsirgies he uwsa of namad “contamaers” which could represent the ieliiwing

L] Drataerler repons
= Geagraphes reguoes (e obies murecipaiiies, stales, countres, ebe |
s Commancial fegeans. (@.g ., Mofth Amedica, Easiern Europe, Atia Pacihc, ofc |

12.5.1.2.7 Features

This use case inbroduces (he icllcwang polcy faahses
«  Separnbion of rescurces {18 TOSCA nodes) by iogical mgions, of Zones

12.5.1.2.3 Sample YAML: Region separation amongst named set of regions

Failover_policy_2:
typet tosca.policy.placesent
descripticn: My failower policy with allesed target reglons (logical comtaimers)
properties;
container type; region
container_nusber: 3
# If “containers” keyname fn provided, they represent the allowed set
# of barget containers to uie for placemsnt for
containers: [ regioml, region?, regiond, regiomd |

308. Claim 23 of the *593 patent further recites “select one or more computing nodes of

the program execution service to use for execution of the indicated program.”

1TOSCA  Simple Profile in  YAML  Version 1.1, http://docs.oasis-

open.org/tosca/TOSCA-Simple-Profile-YAML/v1.1/csprd01/TOSCA-Simple-Profile-Y AML-
v1.1-csprdO1.html.
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309. Nokia CloudBand Infrastructure Software practices this limitation. For example,
“CloudBand comprises two parts: the CloudBand Management System and the CloudBand Node,”

as seen below. !’

Figure & Closdiand and Red Hal architectere mapped (o ETSI-MNFY

i CLOUDRAMD
| MUARLALT Wl
i EYSTEM
i OFS/RSS ‘—
LY
|

" ._
-----:--: I:Ci-ﬂ.lll-:.
| P

E-“

310.  Furthermore, “[t]he Nokia CloudBand Application Manager (CBAM) is a VNF
manager that automates VNF lifecycle management and cloud resource management.”!'%

311. Claim 23 of the ’593 patent further recites “manage, based at least in part on the
received configuration information, execution of one or more instances of the indicated program
by the selected one or more computing nodes on behalf of the client.”

312.  Nokia CloudBand Infrastructure Software practices this limitation. For example,

“When the network service has been deployed and commissioned, control returns to the higher

107 Alcatel-Lucent, Cloudband with OpenStack as NFV Platform (2014), https:/www.
tmcnet.com/tmc/whitepapers/documents/whitepapers/2014/10694-cloudband-with-openstack-as-
nfv-platform.pdf, p. 3.

18NSP Network Services Platform, https://documentation.nokia.com/cgi-bin/dbaccess
filename.cgi/3HE14080AAADTQZZA01 V1 _NSP%20NFM-P%2018.12%20NFV%20
Solutions%20Guide.pdf, p. 17.
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level orchestrator, which is responsible for service-specific configuration and service activation.
During the lifetime of the network service, the Network Director captures network service and
VNF topology, monitors the health status of the service and scales, heals and updates the service
according to policies described in the network service descriptor.”!” Nokia CloudBand also
includes Nokia Container Services, which provides functionalities similar to those offered earlier
by Nokia CloudBand Network Director. Nokia Container Services is an “offering for deploying,
orchestrating, monitoring and managing containers and container-based applications” that
supports “complete infrastructure life cycle management functions,” “infrastructure scaling
operations which allow addition or removal of nodes from a cluster,” and “heal[ing]” to “recover

a failed node.”!'?

19Exhibit M, Nokia CloudBand Network Director, Product Information,
https://docplayer.net/19792521-Nokia-cloudband-network-director.html, pp. 3-4.

""%Nokia Container Services, https://onestore.nokia.com/asset/207821? gl=1*1eyhxIb*
_gel_au*MTQ5MzMwNjczOC4xNZE20TY 10TES* _ga*MTe4NDkzZNjMxMi4xNzE20TY 10T
E3* ga D6GESQF247*MTcyMTE2MTkxOS4yMC4xLjE3MjJExNjQSMTIuMC4wLjA.& ga=
2.19237244.578210260.1721069959-1884936312.1716965917, p. 2.
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Orce & iEhwork Serace oF Tuncton has bedn
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depioy or update and commeison the Ya.Fs and
cormmissann connecied PP to work with the WSS
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(Exhibit M, Nokia CloudBand Network Director, Product Information, https://docplayer.net/
19792521-Nokia-cloudband-network-director.html, pp. 3-4.)

313. Nokia is and has been on notice of the infringement of the 593 patent at least as of
the time Amazon filed and provided notice of this Complaint.

314.

Nokia will also infringe indirectly and continue to infringe indirectly one or more

claims of the *593 patent by active inducement under 35 U.S.C. § 271(b) by actively encouraging
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others to make, use, sell, and/or offer to sell in the United States, Nokia AirFrame Data Center and
Nokia CloudBand Infrastructure Software.

315. For example, Nokia will provide directions, technical support, guides, marketing
materials, instruction manuals, and/or other information that encourage and facilitate infringing
use by others of the method as claimed in claim 23 of the *593 patent.

316. Nokia will sell Nokia AirFrame Data Center and Nokia CloudBand Infrastructure
Software with the knowledge and intent that customers who buy it will use it for their infringing
use and therefore that customers will be directly infringing the 593 patent.

317. Nokia will intend and continue to intend to induce patent infringement by its
customers and will have knowledge that the inducing acts will cause infringement or will be
willfully blind to the possibility that its inducing acts will cause infringement.

318. Nokia will also infringe indirectly and continue to infringe indirectly one or more
claims of the 593 patent by contributory infringement under 35 U.S.C. § 271(c) by offering to
sell, selling, or importing into the United States, components of Nokia AirFrame Data Center and
Nokia CloudBand Infrastructure Software, which include non-standard software, knowing the
same to be especially made or especially adapted for use in an infringement of the *593 patent, and
not a staple article or commodity of commerce suitable for substantial non-infringing use.

COUNT VIII: PATENT INFRINGEMENT OF U.S. PATENT NO. 9,329.909

319. Amazon incorporates by reference the preceding paragraphs as if fully stated
herein.

320. Amazon is informed and believes, and on that basis alleges, that Nokia has
infringed and is currently infringing one or more claims (e.g., claim 21) of the 909 patent in

violation of 35 U.S.C. § 271, and will continue to do so.
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321. Nokia has infringed and is currently infringing literally and/or under the doctrine
of equivalents, by, among other things, making, using, offering for sale, selling, and/or importing
within this judicial district and elsewhere in the United States, infringing products, including but
not limited to Nokia AirFrame Data Center and Nokia CloudBand, in violation of 35 U.S.C.
§ 271(a).

322. By way of example only, Nokia AirFrame Data Center and Nokia CloudBand meets
all the limitations of at least independent claim 21 of the 909 patent, either literally or under the
doctrine of equivalents.

323. Exemplary claim 21 of the *909 patent recites:

21. A computing system, comprising:
one or more processors; and

one or more components of a distributed execution service that are
configured to, when executed by at least one of the one or more
processors, and for each of multiple programs to be executed:

select a subset of a plurality of available computing nodes to
use for executing the program in a distributed manner;

initiate the executing of the program on the subset of
computing nodes such that one or more jobs of the program
are attempted to be executed on each of the computing nodes
of the subset;

determine, while at least one of the subset of computing
nodes is still executing at least one of the jobs of the
program, that an actual amount of computing resources
being used by the multiple computing nodes to execute the
indicated program differs from an expected amount of
computing resources; and

based on the determining, initiate a change in a quantity of
the computing nodes of the subset being used for the
executing of the program.

131



Case 1:24-cv-00891-UNA Document 1 Filed 07/30/24 Page 132 of 186 PagelD #: 132

324. Nokia infringes claims of the 909 patent, for example, claim 21 of the *909 patent
since it makes, uses, offers for sale, and/or sells in the United States and/or imports into the United
States infringing products and services including but not limited to Nokia AirFrame Data Center
and Nokia CloudBand.

325. For the preamble of claim 21, to the extent the preamble is determined to be
limiting, Nokia AirFrame Data Center practices a “computing system, comprising: one or more
processors.”

326. Nokia AirFrame Data Center practices this limitation. For example, Nokia
AirFrame Data Center solution includes the necessary hardware, software and services that can
adapt to any cloud-based application and supports creating scalable and distributed cloud-based
architecture.!!! The mapping of this limitation of claim 21 of the *909 patent to Nokia AirFrame
Data Center is exemplary, but the same infringing actions occur on configurations using other

processors (or the like), as seen below.!'!?

Nokia, AirFrame Data Center: Adapt to any cloud-based application, https://networks.
nokia.com/solutions/airframe-data-center-solution.
12y
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AirFrame data center

Adapt to any cloud-based application

The acceleration of telco and IT convergence and the need to support & diverse range of
demanding applications requires an innovative solution that takes all the benefits from
the IT and open source domains to create a scalable and distributed cloud-based
architecture.

Maore and more services, including 5G need network functionalities and capabilities
located at the most efficient point within a network. This is necessary in order to
address strict latency constraints and to process huge data demands that will be critical
in delivering services with real-time responsiveness.

Metwork architectures need a re-think, with layered and distributed network topologies
containing optimized hardware to deliver unparalleled performance and the greatest
fhexibility.

Nokia AirFrame data center solution is designed for running demanding virtualized and
cloud-native software workloads. Security of the hardware and firmware is
uncompromised and fulfills increased privacy and security needs for carrier grade
networks, Enhancements including advanced packet, crypto, GPU and workload-specific
acceleration make AirFrame to perform better than any traditional IT servers.

327. The preamble of claim 21 further recites “one or more components of a distributed
execution service that are configured to, when executed by at least one of the one or more
processors, and for each of multiple programs to be executed.”

328. Nokia CloudBand practices this limitation. For example, Nokia “CloudBand

supports distributed NFV [(Network Functions Virtualization)] cloud infrastructures in a variety
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of ways. CloudBand provides aggregated northbound APIs that allow NFV applications and
BSS/0OSS to deal with the different locations as a single cloud,” as seen below.!!3

CloudBand supports distributed NFV cloud infrastructures in a varicty of ways,
ClosdBRand provides sgaregaied normhbound APE that allosy NFY applicaions amd BSSF
055 v deal with the different locations as a single choud. CloudBand provides a policy-
hasedl placement algorithan that coanputes a qeasi-optimal ecation based on server
utitization af the dillferent locations, MEEiey amd anti .1fl||nit5r miles, and other parameers,
i addition, CloudBamd supports Placement Zones, which span geo-distributed datacen-
ters by “aggregating” ClowdBand Mode OpenStack availability zomes. Virual machines
belonging 10 vNFs can then be instantiated across these Placemeent Zones according o
pre-dedied usiness policies. CloudBand provides biilt-in laadd ||.1!.1|||:'ir||q aorvices fof
acalabile distributed network functions. The Clowd Band graghical user portal glves users
an aggregated view of the Infrastructure according (o thelr differendt roles and resporsi-
Daiigiee. The Emage mansgement compsanent of CloudBand manages a single catalog ol
images automatically and assures thal iImages are made avallable where they are eaded.
User accounts and key palrs are also managed at the global level.
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329. Claim 21 of the 909 patent further recites “select a subset of a plurality of available
computing nodes to use for executing the program in a distributed manner.”

330. Nokia CloudBand practices this limitation. For example, “CloudBand provides a
policy-based placement algorithm that computes a quasi-optimal location based on server
utilization at the different locations, affinity and anti-affinity rules, and other parameters. In
addition, CloudBand supports Placement Zones, which span geo-distributed datacenters by
‘aggregating’ CloudBand Node OpenStack availability zones. Virtual machines belonging to
VNFs can then be instantiated across these Placement Zones according to pre-defined business
policies. CloudBand provides built-in load balancing services for scalable distributed network

functions.”!4

3Alcatel-Lucent, Cloudband with OpenStack as NFV Platform (2014), https:/www.
tmcnet.com/tmc/whitepapers/documents/whitepapers/2014/10694-cloudband-with-openstack-as-
nfv-platform.pdf, p. 4.

a4y
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331. Claim 21 of the 909 patent further recites “initiate the executing of the program on
the subset of computing nodes such that one or more jobs of the program are attempted to be
executed on each of the computing nodes of the subset.”

332. Nokia CloudBand practices this limitation. For example, “CloudBand Application
Manager as an ETSI NFV-compliant Virtualized Network Function Manager (VNFM) automates
VNF lifecycle management and cloud resource management. It executes lifecycle management
actions more easily and predictably than manual methods. It supports Nokia and third-party
VNFs,” as seen below.'!?

MOCIA,

CloudBand Application Manager

et a WVNFM for OpenStack- and YMware-based virtual machines

Ready-to-use VNF lifecycle management Tk

L WHF fecpche managomnient
ClaudBand Agphiation Menaged af df ETS NFV-oohjplant Vi tushsed Retecd
Funchon Manager [VMFM) stomates V&I idecyoie manasperment snd Cloud nesoue

Regiurseg

- Relatid solubiong and produdta
"'.'l'-1t'!."' &hL, &M 111 SahdEiE-Satad AF i Rl o Gy 15 WO Wil SRy WweRdor L ¥

WNF, Elwmant Manipamant Syiam [EMEL, Wirtushbed Indragtrutuns Mensger VM, and L Learn mong
Y Qirchessteater INFYD]L Far the Koy WNF portfobs, OleedBerd Apphcaticn Mansper
affers p nead-to-uie, pre-emisgrdded, one-chick 4olubon Sar whmppcls magnapemerd

Ioutlandg Apnlt atuon Marager atemated fecyplle matagement by provelng &0 Ogeen
Eermpiabng sysiem, managing resourtes and apphying sssocabed worklioes. i soecutes

fgoycie menagement Brtaond mone easily and precictably than merasl mathods it

SUPEo T Mok and brend-party VAFE. Liing OpenStei Heal crchaitratisnh templalid

Witware Lpen Vetushizabon Format femplates YT |, Meins workliows and Arabde
playtooks, Cioudlisnd Applicetion Manager is open 1o o brosd renge of YNF
fibcahng opterd. N voublers B sinscture snd siebid o apphcatons snd perfosms
fecpcls management, mciyding bese Turctorg (Create. ndSimbabe, jope, termrate,
deste. cpRtate, guery and moddy VNFL, edvanced g Bsem liuch @ be alrg. upitate
Do, Lpgraces, Dackup sl restone] and 15U mansgermans Foer yertuslized

Gt T oY

15Nokia, CloudBand Application Manager, Get a VNFM for OpenStack- and VMware-
based Virtual Machines, https://www.nokia.com/networks/core-networks/cloudband/application-
managet/.
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333.  Claim 21 of the 909 patent further recites “determine, while at least one of the
subset of computing nodes is still executing at least one of the jobs of the program, that an actual
amount of computing resources being used by the multiple computing nodes to execute the
indicated program differs from an expected amount of computing resources.”

334. Nokia CloudBand practices this limitation. For example, “You can assign a
threshold policy to a VNF to allow the NFM-P to trigger automatic lifecycle management
operations based on defined KPIs or alarms. A threshold policy allows you to monitor a set of
pre-defined KPIs and create rules to define when the application indicates an overload, underload,

or healing condition,” as seen below.!'

4.1.7 WVNF threshold policies

Yol SN assagn 8 thiedhald policy 1o 8 VNF I allow the NFM-P 1o Hoger sultmata
lilecycls managemanl operations hased on defined KPis or alarms. A leshold policy
aliows you o monitor a set of pre-defined KPS and creale rules io define whien the
application indicales an overload, underioad, or haaling condition, The policy also allows
you define an automatic inggered action 1o be performed when any of these condiions is
mat, These cormective actions indude performing a scaling operaSon, perfomming o
haaling operation, or mising an alamm, When a Becycle managament action is iiggoned,
the NFM-P automatically sends a lifecycle change nofification o CEAM

You can create a CMM or CMG template 1o defing a st of condiions and specly an
action io be sutomatically perfiormad when those conditions ane mel. The templabe can

by s bo create & WMF theeshold policy, but you can modify the defaull condBions and
BeCiions imporiod from the emplale each Dms you coaie & e policy.

Ruoloase 17.3
Mangh 20 7
Esue 1 JHE-11999-A88A-TOLESA 19

335.  Claim 21 of the ’909 patent further recites “based on the determining, initiate a
change in a quantity of the computing nodes of the subset being used for the executing of the

program.”

116NSP Network Services Platform, Network Functions Manager - Packet (NFM-P)
Release 17.3, NFV Solutions Guide, https://documentation.nokia.com/cgi-bin/dbaccess
filename.cgi/3HE11999AAAATQZZAO01 V1 _NSP%20NFM-P%2017.3%20NFV%20Solutions
%20Guide.pdf, p. 19.
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336. Nokia CloudBand practices this limitation. For example, “The policy also allows
you define an automatic triggered action to be performed when any of these conditions is met.
These corrective actions include performing a scaling operation, performing a healing operation,
or raising an alarm. When a lifecycle management action is triggered, the NFM-P automatically
sends a lifecycle change notification to CBAM.”!!”

337. Nokia is and has been on notice of the infringement of the 909 patent at least as of
the time Amazon filed and provided notice of this Complaint.

338. Nokia will also infringe indirectly and continue to infringe indirectly one or more
claims of the *909 patent by active inducement under 35 U.S.C. § 271(b) by actively encouraging
others to make, use, sell, and/or offer to sell in the United States, Nokia AirFrame Data Center and
Nokia CloudBand.

339. For example, Nokia will provide directions, technical support, guides, marketing
materials, instruction manuals, and/or other information that encourage and facilitate infringing
use by others of the method as claimed in claim 21 of the 909 patent.

340. Nokia will sell Nokia AirFrame Data Center and Nokia CloudBand with the
knowledge and intent that customers who buy it will use it for their infringing use and therefore
that customers will be directly infringing the *909 patent.

341. Nokia will intend and continue to intend to induce patent infringement by its
customers and will have knowledge that the inducing acts would cause infringement or will be

willfully blind to the possibility that its inducing acts will cause infringement.

7NSP Network Services Platform, Network Functions Manager — Packet (NFM-P)
Release 17.3, NFV Solutions Guide, https://documentation.nokia.com/cgi-bin/dbaccess
filename.cgi/3HE11999AAAATQZZA01 V1 NSP%20NFM-P%2017.3%20NFV%20Solutions
%20Guide.pdf, p. 19.
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342. Nokia will also infringe indirectly and continue to infringe indirectly one or more
claims of the 909 patent by contributory infringement under 35 U.S.C. § 271(c) by offering to
sell, selling, or importing into the United States, components of Nokia AirFrame Data Center and
Nokia CloudBand, which include non-standard software, knowing the same to be especially made
or especially adapted for use in an infringement of the 909 patent, and not a staple article or
commodity of commerce suitable for substantial non-infringing use.

COUNT IX: PATENT INFRINGEMENT OF U.S. PATENT NO. 9,766,912

343. Amazon incorporates by reference the preceding paragraphs as if fully stated
herein.

344. Amazon is informed and believes, and on that basis alleges, that Nokia has
infringed and is currently infringing one or more claims (e.g., claim 10) of the 912 patent in
violation of 35 U.S.C. § 271, and will continue to do so.

345. Nokia has infringed and is currently infringing literally and/or under the doctrine
of equivalents, by, among other things, making, using, offering for sale, selling, and/or importing
within this judicial district and elsewhere in the United States, infringing products, including but
not limited to Nokia CloudBand Infrastructure Software in violation of 35 U.S.C. § 271(a).

346. By way of example only, Nokia CloudBand Infrastructure Software meets all the
limitations of at least independent claim 10 of the 912 patent, either literally or under the doctrine
of equivalents.

347. Exemplary claim 10 of the 912 patent recites:

10. One or more computer-readable storage media having
instruqtipns stored thereon for executing a method, the method
comprising:

receiving a request to launch a virtual machine;
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determining a virtual machine image, a virtual machine
image configuration, and metadata configuration
information, which are together associated with launching of
the virtual machine, wherein the virtual machine image
configuration identifies the virtual hardware associated with
the launching of the virtual machine, wherein the virtual
machine image includes software used to boot the virtual
machine, and wherein the metadata configuration
information is stored in a same registration record with the
virtual machine image configuration, so that both the virtual
machine image configuration and the metadata
configuration information are identified by a single
Application Programming Interface request;

launching the virtual machine using the virtual machine
image and the virtual machine image configuration:

as part of the launching process, supplying the metadata
configuration information to the launched virtual machine so
that the virtual machine can use the metadata configuration
information to customize itself after launching, the metadata
configuration information identifying software packages to
be loaded into the virtual machine and the virtual machine
interpreting or executing the metadata configuration
information to obtain the software packages to load so that
the virtual machine customizes itself after launching.

348. Nokia infringes claims of the 912 patent, for example, claim 10 of the 912 patent
since it makes, uses, offers for sale, and/or sells in the United States and/or imports into the United
States infringing products and services including but not limited to Nokia CloudBand
Infrastructure Software.

349. Claim 10 of the 912 patent begins, “One or more computer-readable storage media
having instructions stored thereon for executing a method.”

350. As a non-limiting example, Nokia performs this method using Nokia CloudBand

Application Manager. For example, Nokia CloudBand Application Manager “makes it simple to
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host, orchestrate, automate, and manage” “Virtualized Network Functions (vNFs).”!'"® Nokia
CloudBand Application Manager supports “[aJutomated VNF life cycle management” that allows
configuring servers that include computer-readable storage media having instructions stored

thereon, as seen below.'"”

18CloudBand Deploy cloud infrastructure, management and orchestration for Virtual
Machines and Container-based software, https://www.nokia.com/networks/core-networks/
cloudband/.

!'NETWORK FUNCTIONS VIRTUALIZATION -~ CHALLENGES AND
SOLUTIONS, https://www.tmcnet.com/tmc/whitepapers/documents/whitepapers/2013/9377-
network-functions-virtualization-challenges-solutions.pdf, p. 7.
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AUTOMATED LIFECYCLE MANAGEMENT

In the IT world, tools such as Cloudify, Puppet and Chef* are widely used to automate
server configuration. With the vinualization of the telecommunications industry, service

providers have the epportunity to introduce similar tools as part of their operational
arsenal.

Figure 4. Automaled vNF lifecycle management

kR

Figure 4 illustrates the role of a vNF lifecycle management function (LMF). It uses a
descriptor that is generally provided by the vNF vendor. This descriptor defines the
struciure of the vNF (as it may consist of various sub-functions where each needs 10 run
as an independent VM) and deployment and operational aspects, such as computation,
storage and networking requirements. These descriptors are mapped to requests to the
cloud resource control to create VMs and to identify software images 1o be downloaded
and initiated on those VMs. Onee the VMs are up and running, the LMF configures
parameters of the vMNF components based on instructions in the descriptor.

351. Claim 10 of the 912 patent further recites “receiving a request to launch a virtual

machine.”
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352.  Nokia CloudBand Application Manager practices this limitation. For example,
Nokia CloudBand Application Manager performs “[deployment of] cloud infrastructure,
management and orchestration for Virtual Machines and Container-based software.”!?°

353. Claim 10 of the 912 patent further recites “determining a virtual machine image, a
virtual machine image configuration, and metadata configuration information, which are together
associated with launching of the virtual machine.”

354. Nokia CloudBand Application Manager practices this limitation. For example,
Nokia CloudBand Application Manager “uses a descriptor” for “virtualized network functions
(VNFs)” that is “provided by the VNF vendor.”'?! These “descriptors are mapped to requests to
the cloud resource control to create VMs and to identify software images to be downloaded and

initiated on those VMs,” as seen below.'??

120Nokia, CloudBand Application Manager: Get a VNFM for OpenStack - and VMware-
based Virtual Machines, https://www.nokia.com/networks/core-networks/cloudband/application-
manager/.

2INETWORK FUNCTIONS VIRTUALIZATION - CHALLENGES AND
SOLUTIONS, https://www.tmcnet.com/tmc/whitepapers/documents/whitepapers/2013/9377-
network-functions-virtualization-challenges-solutions.pdf, p. 7.

12277
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AUTOMATED LIFECYCLE MANAGEMENT

In the IT world, tools such as Cloudily, Puppel and Chel® are widely used 1o automate
server configuration. With the virtualization of the telecommunications industry, service
providers have the opportunity to introduce similar tools as pant of their operational
arsenal.

Figure 4. Automated whF lifecyce management

5

i gl o

Figure 4 llustrates the role of a vNF lifecycle management function (LMF), It uses a
descripior that iz generally provided by the vNF vendor, This descaptor defines the
structure of the vNF {as it may consist of vanous sulv-fumctions where sach needs o run
as an independent VM) and deployment and operational aspects, such as computation,
storage and networking requirements. These descniptors are mapped 1o requiasts to the
clowd resource controd to create Vs and 1o identify software images (o be downloaded
and initiated on those Vs, Once the VMs are up and running, the LMF configures
paramefers of the wMNF components based on instructions in the descriplor.

355. Claim 10 of the ’912 patent further recites “wherein the virtual machine image
configuration identifies the virtual hardware associated with the launching of the virtual machine.”
356. Nokia CloudBand Application Manager practices this limitation. For example,

Nokia CloudBand Application Manager supports use of “TOSCA template,” as seen below.!?3

123Nokia, Nokia NSP Network Services Platform, https://documentation.nokia.com/cgi-
bin/dbaccessfilename.cgi/3HE15164AAAETQZZA V1 NSP%2019.11%20Network%20Superv
ision%20Application%20Help.pdf.
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2.14 VNF custom actions

il thore mno cuslom actions dofined = the TOSCA lemplato for 8 YHNF, you can trggos thom using
fha Mebwork Supervision apphcation. Click on the More bulion on a WVHNF and then chooss VHNF =
Cursioem Ackions o viesw 8 el ol army csiom sctions Bl havad Beon dolined for e VHE.

357. The TOSCA template allows specifying “Virtual Deployment Units (VDU)” that
“describe the capabilities of the virtualized containers, such as virtual CPU, RAM, disk,” as seen

below.!?*

3.3 VNFD: Virtualized Network Function Descriptor

AVNFD is a deployment termplale which descnbes a WNF m terms of deployment and operational behanor
requirermnents. | also contains connectivity, merface and viuakred resource requirements [ETSI GS NFVY-
IFA D11] The main parts of the WNFD are the following

. VHF topology. it is modeled in a cloud agnostic way using vinualkzed containers and their
connectiity. Virlual Deployment Units (VDU) describe the capabiliies of the virtualized
containers, such as virtual CPU, RAM disks; their connectnity is modeled with VDU
Connection Point Descnpltors (WduCpd), Virtual Link Descnptors (Vid) and VNF External
Connection Point Descriplors (VnfExternalCpd),

. VNF deployment aspects: they are descnbed in one or more deployment llavours, including
configurable parameters, instantiation levels, placerment constraints (alfinity / antaffinity),
minimum and maxirnum YOU instance numibers. Horizontal scaling s modeled with scaling
aspects and the respective scalng levels n the deployment favours,

. VHF Wecycle management (LCM) operations: describes the LCM operations supported per
deployment flavour, and their mput parameters; Mote, that the actual LOM implementiation
resides in a different layer, namely referring to addional templale artdacts

Edior Mote: VHNF LCM operation madelng m TOSCA s still under discussion
358. Claim 10 of the ’912 patent further recites “wherein the virtual machine image
includes software used to boot the virtual machine, and wherein the metadata configuration
information is stored in a same registration record with the virtual machine image configuration.”
359. Nokia CloudBand Application Manager practices this limitation. For example,
Nokia CloudBand Application Manager allows using TOSCA for configuring virtual machine

images along with metadata configuration information, as seen below.!?

12477
125Topology and Orchestration Specification for Cloud Applications Version 1.0,
http://docs.oasis-open.org/tosca/TOSCA/v1.0/0s/TOSCA-v1.0-0s.html.
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5.4.1 tosca.artifacts.nfv.Swimage
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360. Claim 10 of the *912 patent further recites “so that both the virtual machine image
configuration and the metadata configuration information are identified by a single Application
Programming Interface request.”

361. Nokia CloudBand Application Manager practices this limitation. For example,
Nokia CloudBand Application Manager supports “standards-based APIs” for “VNF lifecycle

management,” as seen below.!?®

126Nokia, CloudBand Application Manager: Get a VNFM for OpenStack - and VMware-
based Virtual Machines, https://www.nokia.com/networks/core-networks/cloudband/application-
manager/.
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CloudBand Application
Manager

Get a VNFM for OpenStack- and VMware-based virtual

machines

Ready-to-use VNF lifecycle
management

CloudBand Application Manager s an ETH NFY-complant Virtualeed
Metwork Function Manager (VNFM) automates WNF fifecycle management
and cloud resowce management, and its standards-based APl make it easy
o work with any vender's YNF, Clement Management Systemn (EMS)
Virtuahred Infrastructure Manager [WIMI, and NFY Orchestratar {NFYO). For
the Maokia VHF portiolio, CloudBand Applcation Manager offers a read-te

use, pre-integrated, one-click sodutssn for Ifecycle management
362. Claim 10 of the *912 patent further recites “launching the virtual machine using the

virtual machine image and the virtual machine image configuration.”
363. Nokia CloudBand Application Manager practices this limitation. For example,
Nokia CloudBand Application Manager allows configuring “descriptors [that] are mapped to
requests to the cloud resource control to create VMs and to identify software images to be
downloaded and initiated on those VMs. Once the VMs are up and running, the LMF configures

parameters of the vNF components based on instructions in the descriptors,” as seen below.'?’

”ZNETWORK  FUNCTIONS VIRTUALIZATION - CHALLENGES AND
SOLUTIONS, https://www.tmcnet.com/tmc/whitepapers/documents/whitepapers/2013/9377-
network-functions-virtualization-challenges-solutions.pdf.
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AUTOMATED LIFECYCLE MANAGEMENT

1o e IT world, (ools such as I:'.h.rudil"r. Pupges and Clael® are widely gsed 1o auiomate
server configuration. With the vinnalization of the ieleoommunicaiions indusiry, service

providers have the opportunity o imroduce similar iools as part of thelr operational
Arsenal.

Figure 4. Automated vME Wlecycls management

£y

s wigsor

-

Frgure 4 Wlustrates the role of a vWF Bicoyele management function (LMF). It uses a
descripior that is generally provided by the ¥MNF vendor. This descriptor dedines the
sgructune of the vINE (a5 i1 may consist of vardous sub-functions where each neods to ron
a3 an independent W) and deplovment and operational aspects, such i3 compatation,
storage and networkbg reguiranents. These descripdors are mapged bo requests o the
cloud resource contral to create Vs and to identify software images 10 be downloaded
and iniiated on those VMs. Onee tw Vs are up and rumixing, the LMF configures
paramciers of the wNF components hased on instructions in the deseripior.

364. Claim 10 of the 912 patent further recites “as part of the launching process,
supplying the metadata configuration information to the launched virtual machine so that the
virtual machine can use the metadata configuration information to customize itself after launching,
the metadata configuration information identifying software packages to be loaded into the virtual
machine and the virtual machine interpreting or executing the metadata configuration information
to obtain the software packages to load so that the virtual machine customizes itself after
launching.”

365. Nokia CloudBand Application Manager practices this limitation. For example,

Nokia CloudBand Application Manager uses “descriptors [that] are mapped to requests to the
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cloud resource control to create VMs and to identify software images to be downloaded and

initiated on those VMs. Once the VMs are up and running, the LMF configures parameters of the

vNF components based on instructions in the descriptors,” as seen below.!?8

AUTOMATED LIFECYCLE MANAGEMENT

I e IT world, (ools such as I::h.ludil']'. Pupge and Clyel® are widely sl 1o gudomate
server configuration. With the vinalization of the ieleoommunicaiions indusiry, service
providers have the opporunity o imroduce similar iools as part of their operational

arsenal.
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Frgure 4 Mlustrates the role of a vWF Bicoyele management function (LMF). It uses a
descripior that is generally provided by the ¥MNF vendor. This descriptor defines the
sgructune of thie vINE (a5 i may consist of varous sub-functions where each neods to ron
a3 an independent W) and deplovment and operatbonal aspects, such a8 compatation,
storage and networking reguiranents. These descrigdors are mapged bo requests o the
cloud resource contral to create Vs and to identify software images 1o be downloaded
and iniiated on these VMs. Onee Uw VMs are up e rumiing, the LMF confipures
paramciers of the ¥NF components hased on instructions in the descripior.

366. Nokia is and has been on notice of the infringement of the 912 patent at least as of
the time Amazon filed and provided notice of this Complaint.
367. Nokia will also infringe indirectly and continue to infringe indirectly one or more

claims of the *912 patent by active inducement under 35 U.S.C. § 271(b) by actively encouraging

1281d.
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others to make, use, sell, and/or offer to sell in the United States, Nokia CloudBand Application
Manager.

368. For example, Nokia will provide directions, technical support, guides, marketing
materials, instruction manuals, and/or other information that encourage and facilitate infringing
use by others of the method as claimed in claim 10 of the 912 patent.

369. Nokia will sell Nokia CloudBand Application Manager with the knowledge and
intent that customers who buy it will use it for their infringing use and therefore that customers
will be directly infringing the *912 patent.

370. Nokia will intend and continue to intend to induce patent infringement by its
customers and will have knowledge that the inducing acts would cause infringement or will be
willfully blind to the possibility that its inducing acts will cause infringement.

371. Nokia will also infringe indirectly and continue to infringe indirectly one or more
claims of the 912 patent by contributory infringement under 35 U.S.C. § 271(c) by offering to
sell, selling, or importing into the United States, components of Nokia CloudBand, which include
non-standard software, knowing the same to be especially made or especially adapted for use in
an infringement of the 912 patent, and not a staple article or commodity of commerce suitable for
substantial non-infringing use.

COUNT X: PATENT INFRINGEMENT OF U.S. PATENT NO. 9,756,018

372. Amazon incorporates by reference the preceding paragraphs as if fully stated
herein.

373. Amazon is informed and believes, and on that basis alleges, that Nokia has
infringed and is currently infringing one or more claims (e.g., claim 18) of the 018 patent in

violation of 35 U.S.C. § 271, and will continue to do so.
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374. Nokia has infringed and is currently infringing literally and/or under the doctrine
of equivalents, by, among other things, making, using, offering for sale, selling, and/or importing
within this judicial district and elsewhere in the United States, infringing products, including but
not limited to Nokia AirFrame Data Center and CloudBand Infrastructure Software, in violation
of 35 U.S.C. § 271(a).

375. By way of example only, Nokia AirFrame Data Center and CloudBand
Infrastructure Software meet all the limitations of at least independent claim 18 of the *018 patent,
either literally or under the doctrine of equivalents.

376. Exemplary claim 18 of the 018 patent recites:

18. A system comprising:

one or more hardware processors of one or more computing
systems; and

one or more memories with stored instructions that, when executed
by at least one of the one or more hardware processors, cause the
one or more computing systems to implement functionality for a
network service that provides computer networks to remote clients,
the implementing of the functionality including:

providing a first computer network for a first client of the
network service based on information specified by the first
client, wherein the providing of the first computer network
for the first client includes:

selecting multiple computing nodes from a plurality
of computing nodes provided by the network service
for use by remote clients;

provisioning the multiple computing nodes for use in
the first computer network for the client; and

configuring one or more hardware devices of the
network service that provide one or more of the
multiple computing nodes to route communications
according to a network topology of the first computer
network that is indicated in the information specified
by the first client;
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receiving, from the first client via an interface of the network
service, a request for a secure connection between a first
remote location and the first computer network provided by
the network service for the first client; and

responding to the received request by providing
configuration information that enables one or more devices
at the first remote location to participate in the secure
connection.

377. Nokia infringes claims of the 018 patent, for example, claim 18 of the 018 patent
since it makes, uses, offers for sale, and/or sells in the United States and/or imports into the United
States infringing products and services including but not limited to Nokia AirFrame Data Center
and Nokia CloudBand Infrastructure Software.

378. Claim 18 of the 018 patent begins, “A system comprising: one or more hardware
processors of one or more computing systems; and one or more memories with stored instructions
that, when executed by at least one of the one or more hardware processors, cause the one or more
computing systems to implement functionality for a network service that provides computer
networks to remote clients, the implementing of the functionality including.”

379. Nokia AirFrame Data Center practices this limitation. For example, Nokia
AirFrame Data Center includes the necessary hardware, software and services that can adapt to
any cloud-based application and supports creating scalable and distributed cloud-based
architecture.'”® The mapping of this limitation to Nokia AirFrame Data Center is exemplary. The
same infringing actions may occur on configurations using other processors or data centers, as

seen below.'3?

129Nokia, AirFrame Data Center: Adapt to any cloud-based application, https://networks.
nokia.com/solutions/airframe-data-center-solution.
13077
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AirFrame data center

Adapt to any cloud-based application

The acceleration of telco and IT convergence and the need to support & diverse range of
demanding applications requires an innovative solution that takes all the benefits from
the IT and open source domains to create a scalable and distributed cloud-based
architecture.

Maore and more services, including 3G need network functionalities and capabilities
located at the most efficient point within a network. This is necessary in order to
address strict latency constraints and to process huge data demands that will be critical
in delivering services with real-time responsiveness.

Metwork architectures need a re-think, with layered and distributed network topologies
containing optimized hardware to deliver unparalleled performance and the greatest
fhexibility.

Mokia AlrFrame data center solution is designed for running demanding virtualized and
cloud-native software workloads. Security of the hardware and firmware is
uncompromised and fulfills increased privacy and security needs for carrier grade

networks, Enhancements including advanced packet, crypto, GPU and workload-specific
acceleration make AirFrame to perform better than any traditional IT servers.

380. Claim 18 of the 018 patent further recites “providing a first computer network for
a first client of the network service based on information specified by the first client, wherein the
providing of the first computer network for the first client includes.”

381. Nokia CloudBand Infrastructure Software practices this limitation. For example,
“CloudBand Infrastructure Software (CBIS) virtualizes and manages compute, storage and
network resources to enable Virtualized Network Functions (VNFs) to run while meeting strict

99131

requirements for robustness, performance and security. Furthermore, “CBIS performs the

Bl Nokia CloudBand Infrastructure Software Data sheet, https://onestore.nokia.com/
asset/200058, p. 1.
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ETSI MANO Virtual Infrastructure Manager (VIM) function for VMs.

CBIS provides the

virtualization software (hypervisor, virtual switch, monitoring and Bare Metal) installed on each

server,” as seen below.!?

NO<IA

A

Nokia CloudBand Infrastructure Software

Data sheet

CloudBand Infrastructure Software is a ready-to-use software solution
geared towards customers who seek an easy way to build a serviceable,
highly available, secure and protected virtual infrastructure that supports
NFV, is simple to operate and is easily upgraded.

ClowdBand Infrastructure Software [CBIS) virtualizes  CloudBand Infrastructure Software virtualizes

and manages compute, storage and network
resourced to enable Virtuahzed Network Functong
(WFa] to run while meeting strict requirements for
robustness, performance and secwrity. Each CBIS
instance manages one NFVI node composed of
WNFs distributed across one or more HW alements
o one oF more datacenire racks, typically in a single
geographical location. CBIS performs the ETSI
MAND Virtual infrastructure Manager (VM) function
for WM, CBIS provides the virtualization software
{hyperdisor, wirtual switch, monitoring and Bare
Metall installed on each serer.

382.

STOFAEE MESOUNCES AcTOSS Servers, supporting Ceph
block storage, file storage and object storage, as
wiell a5 one or rmore external storage arrays. It offers
a fich set of featwres, including Enhanced Platharm
Awareness [EPA) for high performance VNFs, robust
sacurity solutions; flexible support of hardware and
rich monitoring capabilities.

The platform is easy o install operate, and manage
life cycle with automated procedures, from the
CBIS Manager, an intuitive graphical user interface.
In addition to its function as Infrastructure life
cycle management tool, the CBIS Manager is alsa

a launchpad to other OpenStack interfaces

Furthermore, “The Network Director models and orchestrates network services

using OASIS descriptors and OpenStack Mistral workflows.”!3* Nokia CloudBand also includes

Nokia Container Services, which provides functionalities similar to those offered earlier by Nokia

132[d.

133Exhibit M, Nokia CloudBand Network Director, Product Information, https://docplayer.
net/19792521-Nokia-cloudband-network-director.html, p. 4.
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CloudBand Network Director. Nokia Container Services is an “offering for deploying,
orchestrating, monitoring and managing containers and container-based applications” that
supports “complete infrastructure life cycle management functions,” “infrastructure scaling
operations which allow addition or removal of nodes from a cluster,” and ‘“heal[ing]” to “recover

9134

a failed node. The Nokia Container Services “can support hundreds of worker/ edge node

Virtual Machines (VMs)” and “uses Terraform providers to interface to the APIs of the virtual
infrastructure.”!3’

383. Claim 18 of the ’018 patent further recites “selecting multiple computing nodes
from a plurality of computing nodes provided by the network service for use by remote clients.”

384. Nokia CloudBand Infrastructure Software practices this limitation. For example,
“CloudBand provides a policy-based placement algorithm that computes a quasi-optimal location
based on server utilization at the different locations, affinity and anti-affinity rules, and other
parameters. In addition, CloudBand supports Placement Zones, which span geo-distributed
datacenters by ‘aggregating’ CloudBand Node OpenStack availability zones. Virtual machines
belonging to vNFs can then be instantiated across these Placement Zones according to pre-defined
business policies. CloudBand provides built-in load balancing services for scalable distributed

network functions.”!3¢

134Nokia Container Services, https://onestore.nokia.com/asset/2078217
gl=1*1eyhxlb* gcl au*MTQ5MzMwNjczOC4xNzE2OTY1OTES* ga*MTg4NDkzNj
MxMi4xNzE20OTY10OTE3* ga D6GE5QF247*MTcyMTE2MTkxOS4yMC4xLjE3MjExN;jQ5
MTIuMC4wLjA.& ga=2.19237244.578210260.1721069959-1884936312.1716965917, p. 2.

135[d.

36Alcatel-Lucent, Cloudband with  Openstack as NFV  Platform (2014),
https://www.tmcnet.com/tmc/whitepapers/documents/whitepapers/2014/10694-cloudband-with-
openstack-as-nfv-platform.pdf, p. 4.
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385. Claim 18 of the 018 patent further recites “provisioning the multiple computing
nodes for use in the first computer network for the client.”

386. Nokia CloudBand Infrastructure Software practices this limitation. For example,
“If necessary, an appropriate VNF manager is instantiated. It then instructs the VNF manager to
deploy or update and commission the VNFs and commission connected PNFs to work with the
VNFs. The Network Director requests an SDN controller to establish the VNF forwarding graph
between the network functions. The forwarding graph can be a collection of virtual links with or
without service chaining. For Service Chaining use cases, virtual links are configured as defined
in the VNF Forwarding Graph (VNFFG). When VNFs are added or removed from a service chain,
the virtual links are created, modified or deleted as per the updated VNFFG.”!*” Nokia CloudBand
also includes Nokia Container Services, which provides functionalities similar to those offered
earlier by Nokia CloudBand Network Director. Nokia Container Services is an “offering for
deploying, orchestrating, monitoring and managing containers and container-based applications”
that supports “complete infrastructure life cycle management functions,” “infrastructure scaling
operations which allow addition or removal of nodes from a cluster,” and “heal[ing]” to “recover
a failed node.”'*® Nokia Container Services “can support hundreds of worker/ edge node Virtual
Machines (VMs)” and “uses Terraform providers to interface to the APIs of the virtual

infrastructure.”'?°

137Exhibit M, Nokia CloudBand Network Director, Product Information, https://docplayer.
net/19792521-Nokia-cloudband-network-director.html, p.4.

3¥Nokia Container Services, https://onestore.nokia.com/asset/207821? gl=1*1eyhxIb*
_gel au*MTQ5MzMwNjczOC4xNzE2OTY1OTES* ga*MTg4NDkzNjMxMi4xNzE20
TY1OTE3* ga D6GE5SQF247*MTcyMTE2MTkxOS4yMC4xLiE3MEXNjQ5MTIu
MC4wLjA.& ga=2.19237244.578210260.1721069959-1884936312.1716965917, p. 2.

13977
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387. Claim 18 of the ’018 patent further recites “configuring one or more hardware
devices of the network service that provide one or more of the multiple computing nodes to route
communications according to a network topology of the first computer network that is indicated
in the information specified by the first client.”

388. Nokia CloudBand Infrastructure Software practices this limitation. For example,
“As part of network services, VNFs can be connected to other VNFs as well as physical network
0

functions,” as seen below.'

Marages end-to-end customer Facing and respurce
facir W SErCeS across pnysical and wirtual etk
functions

Erid-1g-aiad se prchestraton (L

Manages network serdoes in the virfual domain,

NV orchesdrator I F: ] .
decompoting tham irto YNFL and VLS fvarbusl Enks)

HManages the fecycle of WYiFs deCcOmposing theern
nio Vids and Vis

¥iF Manager

virtuases ManNages and moretors coempuie, -'.I:nrngr'

Wirtieal SO coivbrofdes
andd network resources on an NPV node

infrastructune
Manager

389. Claim 18 of the 018 patent further recites “receiving, from the first client via an
interface of the network service, a request for a secure connection between a first remote location
and the first computer network provided by the network service for the first client.”

390. Nokia CloudBand Infrastructure Software practices this limitation. For example,

“CloudBand is open to interface with any networking framework using standard OpenStack

140]d.
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Neutron APIs and plugins. CloudBand can interface with existing MPLS networks and other
legacy networks using a process called VPN stitching,” as seen below. 4!

OpenStack Meutron is the networking component offening abstractions, such as Layer 2
and Layer 3 networks, subnets, PP addresses, and virtwal middleboxes, Meutron has a
plugiin-based architecture. Metworking megquests (o Newtron are forwarded (o the Neatron
plugin installed to handle the specifics of the present network. Neutron is limited to a
single space of network resources typically associated with an OpenStack region. There
is no capability to federate multiple network domains and manage WAN capabilitics.

CloudBand delivers NFV networking abstractions that extend from the datacenter across
the WAN toward multiple locations (Figure 4], ClovdBand Route Domains amd Network
Templates support (exible aggregations of networks. ClousdBand is open 1o interface
with any networking framework using standand OpenStack Neutron APls and plugins.
ClovdBand can interface with existing MPLS networks and other legacy networks using
a process called VPN stitching.

For cxample, ClosdBand supporis Nuage Networks Vifualized Services Platform (VSP),
a second generation SON solution, Nuage Networks VSP supports the federation of
multiple SDN network domains each with their own SDN controller. Networks are
synchronized in both directions between CloudBand and Nuage Networks VSP. The SON
controller, in this caze Nuage Networks V5P, has been recently identified by ETSE NFV
Industry Specification Group and is now referenced as the WAN Infraztrecture Manager
(WIM].

391. Furthermore, “VPNaaS (VPN-as-a-Service) is a Neutron extension that introduces
VPN feature set” and “support[s] multiple tunneling, security protocols that supports both static

and dynamic routing.”'*? The OpenStack Neutron APIs allow creating a secure request, as seen

below.'#?

41 Alcatel-Lucent, Cloudband with OpenStack as NFV Platform (2014), https:/www.
tmenet.com/tmc/whitepapers/documents/whitepapers/2014/10694-cloudband-with-openstack-as-
nfv-platform.pdf, p. 5.

42Neutron/VPNaa$ https://wiki.openstack.org/wiki/Neutron/VPNaaS.
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ipsec-site-connection Create
JSON Request

#lhighlight javascript numbers=dizable
POST fwl.@/fipzec-site-connactions
Accept: application/json

Content-Type: application/jzon
I-ﬁuth-Tnken:uy:

Content-Length: abc

“ipsec_site_comnection™ : {

“"name": “ipsec_connection 1%,

“peer-address™: “192.168.2.355",

“peer-1d® = "192.168.2.355%,

“peer-cidr® : “18.30.2.8/24",

“dpd™: “action=hald,interval=28,timsout=128%,
"mtu™: "1588%,
"psk™: “bla_bls_bla“,
"initistor®: "bi-directional®,
“wpnservice-id™: "@2blfefT-16f5-4917-bf19-c4BadafEa5ed”,
Sikepolicy-id™: "e32%Sabc-16F5-4017-bF19-c4dafafio5ed”,
“ipsecpolicy-id™: “edbcl23¥4-16F5-4917-bF19-c40abafE05%ed”

392. Claim 18 of the ’018 patent further recites “responding to the received request by

providing configuration information that enables one or more devices at the first remote location

to participate in the secure connection.”

393. Nokia CloudBand Infrastructure Software practices this limitation. For example,

OpenStack Neutron APIs specifies the response format, as seen below.'**

144Li

158



Case 1:24-cv-00891-UNA Document 1 Filed 07/30/24 Page 159 of 186 PagelD #: 159

JSON Response

#lhighlight javascript nusbers=disable
HTTR/L1.1 282 Accepted

Content-Type: application/json
Content-Length: abc

1
“ipsec_site coanection®™ : {
“{d": "cfca5iad - FRa9-4c66-99d2 - c 2daS6eT IT64"
“tenant-1d": “310dFEof-2alo-4ee5-9554-90393082194c",
“name”: “ipsec_connecticn 17,
“peer-address®: "192. 188, 3. 2558°,
“pear-idT ¢ T192.168.2.2557,
“peer-cidr” @ T10.38.2.8/24"°,
*dpd”: {
“"action® 1 “hold"
“interval®™ : 18,
"timeout™ : 138,
]
mtu-; 15887,
psk™: “bla_bla bla®,
"iniriater”: “bBi-directicnal®,
“wpnservice-147: "82blfef7-16f5-4917-bf19-codadafio5ed”,
“ikepolicy-id™: "8329Gabc-16F5-4817-bf19-cidatafiased"”,
“ipsecpolicy-id™: "9dbcl234-16F5-4917-bf15-cadaSafEased™,

=

“admin state up™i true,

“status™: TPENDIRG CREATE™

i

394. Nokia is and has been on notice of the infringement of the 018 patent at least as of
the time Amazon filed and provided notice of this Complaint.

395. Nokia will also infringe indirectly and continue to infringe indirectly one or more
claims of the *018 patent by active inducement under 35 U.S.C. § 271(b) by actively encouraging
others to make, use, sell, and/or offer to sell in the United States, Nokia AirFrame Data Center and

Nokia CloudBand Infrastructure Software.
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396. For example, Nokia will provide directions, technical support, guides, marketing
materials, instruction manuals, and/or other information that encourage and facilitate infringing
use by others of the method as claimed in claim 18 of the 018 patent.

397. Nokia will sell Nokia AirFrame Data Center and Nokia CloudBand Infrastructure
Software with the knowledge and intent that customers who buy it will use it for their infringing
use and therefore that customers will be directly infringing the 018 patent.

398. Nokia will intend and continue to intend to induce patent infringement by its
customers and will have knowledge that the inducing acts would cause infringement or will be
willfully blind to the possibility that its inducing acts will cause infringement.

399. Nokia will also infringe indirectly and continue to infringe indirectly one or more
claims of the *018 patent by contributory infringement under 35 U.S.C. § 271(c) by offering to
sell, selling, or importing into the United States, components of Nokia AirFrame Data Center and
Nokia CloudBand Infrastructure Software, which include non-standard software, knowing the
same to be especially made or especially adapted for use in an infringement of the *018 patent, and
not a staple article or commodity of commerce suitable for substantial non-infringing use.

COUNT XI: PATENT INFRINGEMENT OF U.S. PATENT NO. 11,909,586

400. Amazon incorporates by reference the preceding paragraphs as if fully stated
herein.

401. Amazon is informed and believes, and on that basis alleges, that Nokia has
infringed and is currently infringing one or more claims (e.g., claim 1) of the 586 patent in
violation of 35 U.S.C. § 271, and will continue to do so.

402. Nokia has infringed and is currently infringing literally and/or under the doctrine

of equivalents, by, among other things, making, using, offering for sale, selling, and/or importing

160



Case 1:24-cv-00891-UNA Document 1 Filed 07/30/24 Page 161 of 186 PagelD #: 161

within this judicial district and elsewhere in the United States, infringing products, including but
not limited to Nokia Nuage Networks Virtualized Cloud Services, in violation of 35 U.S.C.
§ 271(a).

403. By way of example only, Nuage Networks Virtualized Cloud Services meets all the
limitations of at least independent claim 1 of the *586 patent, either literally or under the doctrine
of equivalents.

404. Exemplary claim 1 of the *586 patent recites:

1. A method, comprising:

performing, by one or more computing systems of a
telecommunications infrastructure provider:

managing, by a communication manager, communications
to and from a computing node in a virtual computer network
of computing nodes,

wherein the computing nodes are virtual machine instances
hosted on physical hosts in a substrate network of the
telecommunications infrastructure provider;

wherein the communication manager is implemented on a
first physical host of the physical hosts and includes a switch
that physically connects to the substrate network;

wherein the managing comprises:

storing configuration information about the virtual
computer network;

receiving, from the substrate network, a first
communication addressed to the computing node
hosted on the first physical host; based at least in part
on the configuration information,

modifying the first communication and forwarding
the first communication to the computing node;

receiving, from the substrate network, a second
communication addressed to the computing node;
and
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based at least in part on the configuration
information, dropping the second communication
without forwarding the second communication to the
computing node, and

wherein the managing further comprises:

in response to an address resolution protocol (ARP)
communication from the computing node regarding
a second computing node in the virtual computer
network, sending a spoofed response to the ARP
communication indicating a virtual hardware address
of the second computing node.

405. For the preamble of claim 1, to the extent the preamble is determined to be limiting,
Nuage Networks Virtualized Cloud Services practices a “method, comprising: performing, by one
or more computing systems of a telecommunications infrastructure provider.”

406. For example, “Nuage Networks Virtualized Cloud Services (VCS) is a Software-
Defined Networking (SDN) solution that provides network virtualization and advanced

automation across any Telco Cloud data center infrastructure,” as seen below.'#®

NOKIA Accelerate Telco Clouds with Nuage Networks Virtualized Cloud Services,
https://www.nuagenetworks.net/wp-content/uploads/2020/06/Nokia_Accelerate Telco Clouds
with Nuage Networks VCS Application Note EN.pdf, p. 8.
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NOKIA

Nuage Networks VCS

WS for Telen Clowd in 7 peants

Pronicles support For all mafcr dioud managemsnt
systems, hyoendsors, and network gear. VCE lmerages
Wi o by nS6-baded hardwane

Uses programmnable busiress logic and polices to fully
suterme nd Hreghfy Aetwark sErvisE creation

Provices support for L2.-Lé& senices including
programmabls facunty Mivvses

Cptiries and scafes Teloo Choud connectivity and is
papcyable On hateropenBut AFTWORE

Cffers wnrestricted placemaent of WM, corraingr of
bare metal workdoads to maximize affickency of senvar
rESurTEs

Includes ectensye data anaketics amd performnance

Nuage Networks Virtualized Cloud Services V5]

is a Software-Defined Networking [SDN) solution

that provides netwark virtualization and advanced
automation across any Tedco Clouwd data center
infrastructure and automatically establishes
canmectivity between virtualized compute resources
whather virtual machines, containers, or legacy bare
metal servers upon their creation ensuring application
traffic is served by all functions reliably and efficiently
Leveraging prograrmmable business logic and a
powerful palicy engine, WC5 provides an open and
highly responsive solution that scales to meet the
stringent needs of massive maulti-tenant Telco Clowds
VLS iz a software solution that can be deployved over
any existing datacenter netwark enviranment

VC5 network abstraction

rssnilning capaklites L ; . e
Nuage Mebtworks VC5 afows enterprise administrators

to define their networking requirements in application
terms, without being burdened or slowed down by
network implementation details. C5Ps can express
security requirements [e.g. firgwall and ACL policies),
SLA reguirements, load balancing, user access-rights, and maore in an intuitive and abstracted way that is
translated to network policies which are further translated to network configurable parameters.

Integrates publc, private and hybind doud applications
b managed VRN

407. Claim 1 of the *586 patent further recites “managing, by a communication manager,
communications to and from a computing node in a virtual computer network of computing
nodes.”

408. Nuage Networks Virtualized Cloud Services practices this limitation. For example,
“Nuage Networks Virtualized Cloud Services (VCS) is a Software-Defined Networking (SDN)
solution that provides network virtualization and advanced automation across any Telco Cloud
data center infrastructure and automatically establishes connectivity between virtualized compute
resources whether virtual machines, containers, or legacy bare metal servers upon their creation

ensuring application traffic is served by all functions reliably and efficiently.”!4¢

146Id.

163



Case 1:24-cv-00891-UNA Document 1 Filed 07/30/24 Page 164 of 186 PagelD #: 164

409. Claim 1 of the 586 patent further recites “wherein the computing nodes are virtual
machine instances hosted on physical hosts in a substrate network of the telecommunications
infrastructure provider.”

410. Nuage Networks Virtualized Cloud Services practices this limitation. For example,
Nuage Networks Virtualized Cloud Services includes “Virtual Routing and Switching (VRS)”
which is “a software module that is installed in the hypervisor layer for VMs or as part of a
container structure in virtualized server environments” and “creates and manages the virtual
endpoints (i.e. VXLAN Tunnel Endpoint (VTEP)) that are used for the virtual ‘overlay’ tunnels
between the workloads (e.g. VMs and containers) within a prescribed overlay VPN,” as seen

below.'4’

NOKIA

Virtual Routing and Switching

Wirtusl Routing and Switching [VRS) is & software module that & installed in the lypervisor layer far VMs
or a5 part of a contadner structure in virtuafized server emdronmments. It creates and manages the virtuwal
endpoints [Le. VELAN Tunnel Endpoint (VTER)] that are used for the wirtual “overlay”™ tunnels between the
woridoads [& B WS and containers) within a prescribed overlay VPN, These tunnels are oreated by .1-:_::.‘:!13

& WELAN encapsulatstn 10 the ongireal Ethermet frarme from designated traffic a brwing 1t 00 be dirgctly

routable to other YMs or containers within that overay VPN
411. Claim 1 of the *586 patent further recites “wherein the communication manager is
implemented on a first physical host of the physical hosts and includes a switch that physically
connects to the substrate network.”
412. Nuage Networks Virtualized Cloud Services practices this limitation. For example,

Nuage Networks Virtualized Cloud Services performs “Virtual Routing and Switching (VRS)”

714 atp. 12.
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based on the “based on the Open vSwitch (OVS)” which uses “SmartNIC” to “to leverage []

resident switching and packet processing capabilities for OVS offloading,” as seen below.!*®

NOKIA

OVRS - OVS offload using SmartNIC technology

I an OVRES emaronment, Nuage Betaorks has parinered with SmartlC vendors to leverage ther resident
switching and packet processing capabdfities for OWS officading. This solution combines the performance
and efficiency of nelworking hardware on the SmartNIC with the Tlexibility of YRS all while leveraging the
Single-Root Inpul/Output Virlualization [5R-H0V] standard. This offload approach scakes performance
linearty with the number of NICs to achiewve some of the highest packet performance resulls. This approach
e ideally suted for the most stringent and demadndng applications such as the Bifrastruciure (omponants
of thie 5G packet core

413. The “OVS Hardware” “offload[s] to NIC embedded Switch (eSwitch),” as seen

below.!'*

Full OVS Hardware Offload — NIC Architecture

# Accelerated Switching and Packet Processing [ASAP7)
«  Open viwitch as Stamdard S0R Cantrod
" OWS data-plane affload 1o NIC embedded Switch (@Santch] — SR-I0V Data Path

s Best of Both Worlds: 50N Pragrammability and Faster Switching Performance

Y [orwarted Facisty

81d. atp. 15.

9Look Mom — No Patches in our Blazing Fast and Smart Telco Cloud (2018),
https://object-storage-ca-ymq-1.vexxhost.net/swift/v1/6e4619c416{f4bd19e1c087f27a43eea/
www-assets-prod/presentation-media/No-Patches-OSS-Vancouver-v0.8.pdf, p. 5.
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414. Claim 1 of the 586 patent further recites “wherein the managing comprises: storing
configuration information about the virtual computer network.”

415. Nuage Networks Virtualized Cloud Services practices this limitation. For example,
the OVS “Open vSwitch” used by the Nuage Networks Virtualized Cloud Services uses “OVS
using traffic control” or “OVS-TC,” an “extension of OVS” that “allows matching on a variety of
predefined flow keys” that represent configuration information that allows users to “match on IP

addresses, UDP/TCP ports, metadata and more,” as seen below. '3

OV5-TC

L
TC Flower is a packet classifier in the Linux E nll nll
kernal and part of the kerred traffic classification - __I —

subsysiem. OWVS-TC is the extension of OV
user space code to enable it to offload flows LS

mmn [Ty —

using TC Flower and TC actions, OVS-TC allows :: ":
maltching on a variety of predefined Mow keys :: ::
Thee user can match on IP addresses, UDP/TCP - - e

” st = v e e ':_.-. - Agiiio X i i a
ports, metadata and more. Like OWS, OVS-TC
includes an action side which allows packats Lo S,
be modified, forwarded or dropped. The s
can mfluence what is offioaded o not down (o a Figure 42 OVS-TC datapath

per flow basis
416. Claim 1 of the *586 patent further recites “receiving, from the substrate network, a
first communication addressed to the computing node hosted on the first physical host; based at
least in part on the configuration information.”
417. Nuage Networks Virtualized Cloud Services practices this limitation. For example,

the Open vSwitch “implement[s] the OVS datapath in user space,” in which “the DPDK poll mode

10Virtual Switch Acceleration with OVS-TC and Agilio 40GbE SmartNICs,
https://d3ncevycOdfnh8.cloudfront.net/media/documents/WP_OVS-TC 40G.pdf.
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driver delivers packets”, e.g., first communication, “directly into the dedicated user space

application, bypassing the Linux kernel stack altogether,” as seen below. !

OVS-DPDK (=

ONVS-DIPDK is a noteworthy attempt to address n:ll

the fundamental limitations of Kernel-OV5. By i =l
implementing the OVS datapath in user space, the . '

LPLK pall mode dives delnsers packets drecthy m
into the dedicated user space appfication, bypass e

ing the Linux kemel stack altogether

This eliminates unnecessary overhead in the stack -
and can enable additional optimizations for the
vEwitch, such as loading packets directhy into
caches and batch processing, The DPDE commu-
nity regularly provides further oplimizations and
tuning fior OVS with upstreamed DPDK setup for
network mterface cards (NICS)

Figure 2 OVS-DPOK datapath

418. Claim 1 of the *586 patent further recites “modifying the first communication and
forwarding the first communication to the computing node.”

419. Nuage Networks Virtualized Cloud Services practices this limitation. For example,
“OVS-TC includes an action side which allows packets to be modified, forwarded or dropped,” as

seen below.'>?

151Id.
192/,
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OVS-TC

P
1C Flower 5 a packel classifier in the Lirwx nll n II
kernel and part of the kermed traffic classification _I

subsystem. OVS-TC is the extension of OVS

user space code to enable it to offload flows ":: T
Lisar T e

using TC Flower and TC actions. OVS-TC allows Lzl

TR
matching on a vanety of predefined flow keys | i
e — TR I —
[ ]
Agmocx !

The user can match on IP addresses, UDR/TCP T
ports, metadata and more. Like OVS, OVS-TC o

i T 16 (kalapalt
Includes an action side which alkows packels o S NI
be modified, forwarded or dropped. The user
can influence what is offioaded or not down toa Figure 4: OV5-TC datapath
per fiow basis

420. Claim 1 of the ’586 patent further recites “receiving, from the substrate network, a
second communication addressed to the computing node.”

421. Nuage Networks Virtualized Cloud Services practices this limitation. For example,
the Open vSwitch “implement[s] the OVS datapath in user space,” in which “the DPDK poll mode
driver delivers packets”, e.g., second communication, “directly into the dedicated user space
application, bypassing the Linux kernel stack altogether.”!?

422. Claim 1 of the *586 patent further recites “based at least in part on the configuration
information, dropping the second communication without forwarding the second communication
to the computing node.”

423. The Nuage Networks Virtualized Cloud Services practices this limitation. For

example, “OVS-TC includes an action side which allows packets to be modified, forwarded or

dropped,” as seen below.!>*

153]d.
154Id.
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OV5-TC

oMl
TC Flower is a packet classifier in the Linux E -ll n I
kerml and part of the kernel traffic classimication . _II u—ll
n- Il w
LIS | T

subsystem, OVE-TC is the extension of VS
wsing TC Flower and TC actions, OVS-TC allows 1.

T
matching on a vanety of predefined Mow keys. | it
S— L T S
i
u | ]

|
L}
i
user space code 1o enable it 1o alffload Nows :
|

Ihe user can match on IP addresses, UDPTCR T

] - T iz (T
ports. metadata and more, Like OWVS, OVS-1(

ncludes an action sede which allows packals (o A
be miodilied, forwarded or dropped. The wuser

can influence what s ollloaded of not down to a Figure 4 OVE-TC dalapath

per [low bass

424. Claim 1 of the *586 patent further recites “wherein the managing further comprises:
in response to an address resolution protocol (ARP) communication from the computing node
regarding a second computing node in the virtual computer network, sending a spoofed response
to the ARP communication indicating a virtual hardware address of the second computing node.”

425. Nuage Networks Virtualized Cloud Services practices this limitation. For example,
the “VRS agent programs the flow tables in the kernel without VSC involvement. It also handles

DHCP and ARP requests from the local VMs.”!%

155Nuage Networks from Nokia, TECHNICAL DESCRIPTION: Nuage Networks
Virtualized Services Platform: Service chaining (2016), https://www.nuagenetworks.net/wp-
content/uploads/2020/06/Nuage Networks Service Chaining Technical Description Documen
t EN-compressed.pdf, p. 8.
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As VM= get added or removed, the related VRS agentls) are fully programmed as a
result with all the information required for local VMs:

® ACLs, L2 and L3 FIBs

u ARP tables

® oS marking and policing

& Required frequency of statistics-gatherning

As new llows gel activaled, the VRS agent programs the flow tables in the kernel
without VSC involvernent. It also handies DHCP and ARF requests from the local VMs.

426. Furthermore, “VRS includes” a “VRS Agent” that “replies to all ARP (no

flooding),” as seen below.!%¢

1. RS [Data Plane) - Virtsal Reuting and Switching plugin teside the Hypercisor 115 Based on OVS, and it s respons e for L20L]
{orwarding. encapsulation.

On RS you can define various VSC for nedundancy and load balancieg (one active and one standby), and esch of them establishes an
OperFlow tession using the Underley network, not Management . using TCP port 6633 (S5 s opticnal].

VRS inclades Bwo main Huage componesibs:

w WRE Agent, that talks B0 VEC wiing OpenFlow 11 responsible for programoing LI035 Fils, and |2 replies 1o all ARP (no fooding ).
I as reparls changes i Vg 1o the ¥3C, The lorwarding tible |5 pathed o VRS from VEC via Dpenflow, 11 has bol oidy & visw
of all e P and MAL sddresssd of the WS Bedag served by the kool Byperviion bul also thine which belohg b Bhe Lame Samain
(L2 and LY sepmants), thal 5, all possible destinations of raific fee e Wis being served by thal WY

& Opan wSwitch [OVS), provides Switching and Routing companents and Tmnaling 1o foreard the traffic.

VRS tuppents & wide range of L2 and LI escapiulation mathods [O0LAN, VLAM, MPLSoGRT] o Bhat it can communichbe with & wids risge of
ecternal network efdpaints (other hypervisors, 1P or WFLS-based routers).

ey ]
i

56Mat Jovanovic, Welcome to Mat's Cloud, Hitchhikers Guide to Hybrid Cloud,
https://matscloud.blogspot.com/2017/06/nuage-networks-vsp-deep-dive.html.
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427. Nokia is and has been on notice of the infringement of the *586 patent at least as of
the time Amazon filed and provided notice of this Complaint.

428. Nokia will also infringe indirectly and continue to infringe indirectly one or more
claims of the *586 patent by active inducement under 35 U.S.C. § 271(b) by actively encouraging
others to make, use, sell, and/or offer to sell in the United States, the Nuage Networks Virtualized
Services Platform.

429. For example, Nokia will provide directions, technical support, guides, marketing
materials, instruction manuals, and/or other information that encourage and facilitate infringing
use by others of the method as claimed in claim 1 of the *586 patent.

430. Nokia will sell the Nuage Networks Virtualized Services Platform with the
knowledge and intent that customers who buy it will use it for their infringing use and therefore
that customers will be directly infringing the *586 patent.

431. Nokia will intend and continue to intend to induce patent infringement by its
customers and will have knowledge that the inducing acts would cause infringement or will be
willfully blind to the possibility that its inducing acts will cause infringement.

432. Nokia will also infringe indirectly and continue to infringe indirectly one or more
claims of the *586 patent by contributory infringement under 35 U.S.C. § 271(c) by offering to
sell, selling, or importing into the United States, components of the Nuage Networks Virtualized
Services Platform, which include non-standard software, knowing the same to be especially made
or especially adapted for use in an infringement of the *586 patent, and not a staple article or

commodity of commerce suitable for substantial non-infringing use.
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COUNT XII: PATENT INFRINGEMENT OF U.S. PATENT NO. 11,336,529

433. Amazon incorporates by reference the preceding paragraphs as if fully stated
herein.

434. Amazon is informed and believes, and on that basis alleges, that Nokia has
infringed and is currently infringing one or more claims (e.g., claim 1) of the ’529 patent in
violation of 35 U.S.C. § 271, and will continue to do so.

435. Nokia has infringed and is currently infringing literally and/or under the doctrine
of equivalents, by, among other things, making, using, offering for sale, selling, and/or importing
within this judicial district and elsewhere in the United States, infringing products, including but
not limited to Nokia Nuage Networks Virtualized Services Platform, in violation of 35 U.S.C.
§ 271(a).

436. By way of example only, Nokia Nuage Networks Virtualized Services Platform
meets all the limitations of at least independent claim 1 of the *529 patent, either literally or under
the doctrine of equivalents.

437. Exemplary claim 1 of the *529 patent recites:

1. A method, comprising: performing, by one or more
computing systems:

providing a configurable network service accessible over one or
more networks by a plurality of clients;

creating, by the configurable network service, a virtual computer
network of virtual machines according to one or more client
requests, including:

creating at least one logical sub-network of the virtual
computer network; and

creating a first virtual machine and a second virtual machine
in the logical sub-network; and
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managing, by the configurable network service, communications in
the virtual computer network, including:

intercepting an Address Resolution Protocol (ARP) request
sent by the first virtual machine, wherein the ARP request
requests a Media Access Control (MAC) address associated
with an Internet Protocol (IP) address of with the second
virtual machine;

responsive to the ARP request, sending an ARP response to
the first virtual machine indicating the MAC address,
wherein the ARP response causes the first virtual machine to
send packets to the IP address of the second virtual machine
using frames comprising the MAC address;

receiving a frame from the first virtual machine, the frame
comprising the MAC address and a packet;

determining that the frame complies with an access control
policy, wherein the access control policy allows or denies a
communication in the virtual computer network based on a
source, a destination, a direction, or a protocol used for the
communication; and

routing the packet to the second virtual machine.

438. For the preamble of claim 1, to the extent the preamble is determined to be limiting,
Nokia Nuage Networks Virtualized Services Platform practices a “method, comprising:
performing, by one or more computing systems.”

439. For example, “The Nuage Networks Virtualized Services Platform (VSP) is the
industry leading network automation platform enabling a complete range of SDN, SD-WAN, and

cloud solutions,” as seen below.'>’

""Nuage Networks from Nokia, Nuage Networks Virtualized Services Platform,
https://www.nuagenetworks.net/platform/virtualized-services-platform/.
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Riibge ek

Nuage Networks
Virtualized Services
Platform

The Muage Mebworks Virtualized Senvices Platfoom (VAP & the industry leading network automation
platiorm enabling a complete range of SOM, SD-WAN, and doud solutions. VSP providies advanced
network automation aoross networks and clowds of all sizes and architectures, from datacenter peivate
choucs 1o Lpe enberprse wide aned networks (AN and some of the Lpest pubiic clowds in the wordl
VEP enabkes both Wrtuakied Network Seraoes [VNS] for S0-WORN and) Victuaized Cloud Seraoes [V0S)
fior SO

440. Claim 1 of the *529 patent further recites “providing a configurable network service
accessible over one or more networks by a plurality of clients.”

441. Nokia Nuage Networks Virtualized Services Platform practices this limitation. For
example, “VSP provides advanced network automation across networks and clouds of all sizes
and architectures, from datacenter private clouds to large enterprise wide area networks (WAN5)
and some of the largest public clouds in the world. VSP enables both Virtualized Network Services
(VNS) for SD-WAN and Virtualized Cloud Services (VCS) for SDN.”!58

442. Claim 1 of the ’529 patent further recites “creating, by the configurable network
service, a virtual computer network of virtual machines according to one or more client requests.”

443. Nokia Nuage Networks Virtualized Services Platform practices this limitation. For
example, Nokia Nuage Networks Virtualized Services Platform performs “virtual networks

orchestration across the WAN, SD-WAN, and datacenter,” as seen below.!>’

15874
199Virtual networks orchestration (VNO), https://www.nokia.com/networks/ip-networks/
virtual-networks-orchestration/.
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NO<IA sice providers  En

Virtual networks orchestration
(VNO)

Maximize total network ROl and increase average revenue per
branch through virtual networks orchestration across the WAN,

SD-WAN, and datacenter.

Overview

The Mokia Virtual Metworks Orchestration (VRO solution leverages Nuage Networks
delivered S0-WAM services to dynamically connect existing WAMN services and new
hybrid services to branches faster, and to automate setup for rapid delivery of
revanue-generating virtualized cloud services to branch sites,

Mokia YNO automates the setup of SD-WAN overlay services from the datacenter to
branch sites across the private cloud of the service prowlder, or acrass the pubdic
cloud, with security being enabled by using Psec, for example. Additionally, 2 broad
Fange of multi-vendor virtuslized 2ecwity and other vilue-added Lepdce [VAS)
applecations can be enabled through establishing network connectivity through
service chains in the datacenter

444. Furthermore, Nokia Nuage Networks Virtualized Services Platform supports
“deployment of a particular VM in a mixed hypervisor environment” and allows “select[ing] a

mixture between KVM, VMware and Hyper-V,” as seen below.!®°

190Hyper-V Integration for OpenStack (2017), https://nuagenetworks.github.io/ 2017/05/
04/Hyper-V-Integration.html.
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Example Deployment

Sample Architecture

AL an example, we will Show the deployment of & particular WM if & miced frypEmasor emiranment
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445. Claim 1 of the *529 patent further recites “creating at least one logical sub-network
of the virtual computer network.”

446. Nokia Nuage Networks Virtualized Services Platform practices this limitation. For
example, a “sample architecture” based on Nokia Nuage Networks Virtualized Services Platform

includes “[t]wo logical subnets [] deployed in OpenStack to boot VMs against, with a variety of

virtual instances in each subnet.”'®!

447. Claim 1 of the ’529 patent further recites “creating a first virtual machine and a
second virtual machine in the logical sub-network.”

448. Nokia Nuage Networks Virtualized Services Platform practices this limitation. For
example, a “sample architecture” based on Nokia Nuage Networks Virtualized Services Platform

includes “[t]wo logical subnets [] deployed in OpenStack to boot VMs against, with a variety of

virtual instances in each subnet.”'%?

l6l[d.
162]6[.
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449. Claim 1 of the ’529 patent further recites “managing, by the configurable network
service, communications in the virtual computer network.”

450. Nokia Nuage Networks Virtualized Services Platform practices this limitation. For
example, Nokia Nuage Networks Virtualized Services Platform includes a “Virtualized Services
Controller (VSC)” and a “Virtual Routing and Switching (VRS)” and “[t]he VSC runs a virtualized
version of the Nokia Service Router operating system (SR OS) and acts as the SDN controller of
the solution. It maintains the forwarding table for every tenant router (logical), and programs the
forwarding plane elements (VRS).”!63

451. Claim 1 of the ’529 patent further recites “intercepting an Address Resolution
Protocol (ARP) request sent by the first virtual machine, wherein the ARP request requests a Media
Access Control (MAC) address associated with an Internet Protocol (IP) address of with the second
virtual machine.”

452. Nokia Nuage Networks Virtualized Services Platform supports a “mac command”
that “sets the MAC address used in ARP responses when the virtual router instance is master.
Routing of IP packets with mac-address as the destination MAC is also enabled. The mac setting
must be the same for all virtual routers participating as a virtual router or indeterminate
connectivity by the attached IP hosts will result. All VRRP advertisement messages are
transmitted with mac-address as the source MAC.”!%4

453. Nokia Nuage Networks Virtualized Services Platform practices this limitation. For

example, the “Virtual Routing and Switching (VRS)” of Nokia Nuage Networks Virtualized

163[d.

'm Commands, Nokia CLASSIC CLI COMMAND REFERENCE GUIDE RELEASE
21.7.R1, https://infocenter.nokia.com/public/7750SR217R1A/index.jsp?topic=%2Fcom.sr.classic
%2Fhtml%?2Fclassic m commands.html, p. 3666.
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Services Platform “participates in the forwarding-plane of the SDN environment,” “handles all
L2-L4 operations according to the network policy defined by the VSD,” and “handles ARP
requests locally, implements its own DHCP server, relays OpenStack metadata, etc.”'®

454.  Furthermore, “Virtual Routing and Switching (VRS) is a software module that is
installed in the hypervisor layer for VMs or as part of a container structure in virtualized server
environments. It creates and manages the virtual endpoints (i.e. VXLAN Tunnel Endpoint
(VTEP)) that are used for the virtual ‘overlay’ tunnels between the workloads (e.g. VMs and
containers) within a prescribed overlay VPN. These tunnels are created by adding a VXLAN
encapsulation to the original Ethernet frame from designated traffic allowing it to be directly

routable to other VMs or containers within that overlay VPN,” as seen below. '

NOKIA

Virtual Routing and Switching

Virtual Routing and Switching (VRS] is a software module that is installed in the hypervisor layer for VMs
or as part of a container structure in virtualized server environments. It creates and manages the virtual
endpoints (e VELAN Tunnel Endpoint (WVTER]) that are used for the virtual "overlay™ tunneis between the
warkloads (2.g VMHs and containers) within a prescribed overlay VPN, These tunnels are created by adding
a VXLAN encapsulation to the original Ethernet frame from designated traffic allowing it to be directly
routable to other WVMs oF contamers withn that cverlay VEN

455. Claim 1 of the ’529 patent further recites “responsive to the ARP request, sending
an ARP response to the first virtual machine indicating the MAC address, wherein the ARP
response causes the first virtual machine to send packets to the IP address of the second virtual

machine using frames comprising the MAC address.”

16SHyper-V  Integration for OpenStack (2017), https://nuagenetworks.github.io/
2017/05/04/Hyper-V-Integration.html.

1 NOKIA Accelerate Telco Clouds with Nuage Networks Virtualized Cloud Services,
https://www.nuagenetworks.net/wp-content/uploads/2020/06/Nokia_Accelerate Telco Clouds
_with Nuage Networks VCS Application Note EN.pdf, p. 12.
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456. Nokia Nuage Networks Virtualized Services Platform practices this limitation. For
example, the “Virtual Routing and Switching (VRS)” “handles ARP requests locally, implements
its own DHCP server, relays OpenStack metadata, etc.”'%” Furthermore “[i]n the case of a Nuage
Networks installation: The OVS user-space component was further extended with functionality
such as local ARP/DHCP responder, support for redundant SDN controllers, multicast handlers,
etc.”!168

457. Nokia Nuage Networks Virtualized Services Platform further supports a “mac
command” that “sets the MAC address used in ARP responses when the virtual router instance is
master. Routing of IP packets with mac-address as the destination MAC is also enabled. The mac
setting must be the same for all virtual routers participating as a virtual router or indeterminate

connectivity by the attached IP hosts will result. All VRRP advertisement messages are

transmitted with mac-address as the source MAC,” as seen below.'®’

’Hyper-V  Integration for OpenStack (2017), https://nuagenetworks.github.io/
2017/05/04/Hyper-V-Integration.html.

168[d.

'®m Commands, Nokia CLASSIC CLI COMMAND REFERENCE GUIDE RELEASE
21.7.R1, https://infocenter.nokia.com/public/7750SR217R1A/index.jsp?topic=%2Fcom.sr.classic
%2Fhtml%?2Fclassic m commands.html, p. 3666.
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Syntax  mac mac-address
no mac

Context  [Tres] (confgerouter=if=vrrp mac)
[Tree] (config=rouler=if=ipyEsyrmp mac)

Full Context  configure router inberface ipvs wrp mac
configure rouler inlerface virp mac

Description  This command sots an explcl MAC address used by the virtual rouber instance ovemiding the
VRRP defaull deméed from the VRID

Changing the defaull MAC address is useful when an exising HSRP o olber non-VRAP
default MAC & in use by the 1P hosls using the virtual rouler P address. Many hosis do not
monitor vnessanlal ARPs and conbnue 1o usa |he cached non-WVRRP MAC sddress sfber he

wirlual router becomes master of the host's galeway addiess.

The mac command sels ihe MAC address used in ARP responses when e vistual rouler
insiance is masier. Rouling of IF packels wilh mac-sddreass as the deshination MAC is also
enabled. The mac setting musi be the same for all virfual roulers participating as a virtual
routér or indeterminale connectvity by the afached IP hosts will resull. Al VRRP
adveriisemenl messages are ransmitted wilh mac-addness a8 e soutce MAC

The command can be configuned in bolh non-crwner and owmer vimp nodal conbexds

The mac command can be execubed al any tlime and lakes effec! mmedialely. When the
wirluad rouler MAC on & masier virlual rouber instance changes. a graluilous ARP i
immadiately sent with a VRRP adveriisement message. If the virtual roufer instance s
disabled or operating as backup, the gratuitous ARP and VARP advertitement message is
ol el

The no form of Be command resiones the defaull VRRP MAC address io the virfual muler
insfance:

458. Furthermore, “Virtual Routing and Switching (VRS) is a software module that is
installed in the hypervisor layer for VMs or as part of a container structure in virtualized server
environments. It creates and manages the virtual endpoints (i.e. VXLAN Tunnel Endpoint
(VTEP)) that are used for the virtual ‘overlay’ tunnels between the workloads (e.g. VMs and
containers) within a prescribed overlay VPN. These tunnels are created by adding a VXLAN
encapsulation to the original Ethernet frame from designated traffic allowing it to be directly

routable to other VMs or containers within that overlay VPN,” as seen below.!”°

T'NOKIA Accelerate Telco Clouds with Nuage Networks Virtualized Cloud Services,
https://www.nuagenetworks.net/wp-content/uploads/2020/06/Nokia_Accelerate Telco Clouds
with Nuage Networks VCS Application Note EN.pdf, p. 12.
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NOKIA

Virtual Rowuting and Switching

virtual Routing and Switching [WRE| 5 a software module that i instalied in the hyperasor layer for Vs
ar a5 part of a container structure in virtualized sernver envircnmaents. 1t creates and manages the virtual
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workbads (e B VIS and ComtEners) withen 3 presonded ovedlay VPN, These tunnels ane orealed by BAding
3 VELAN encapsulation to the original Ethernet frame from designated traffic allowing it to be directly
rowtabls to other Vs or containers wethin that oueriay VPN

s showen In Figure B, VRS is based on the Open vSwitch [O¥S] which is an open-source implementation of
2 distribumed virtual multilayer switch which also provides the VTEP function, In agddition to prowmcag the
wirtual pwitching and forwarding plane fior Vs and containers, VAS also offers L2-L4 capabilities such s
el

offerng & distribuled L4 ACL-based f

F e E. Thie Anatomy ¢ f the VES

The ¥t agend - Muage reteort spec S
perrpaeraer Tyt ek ho e R vl
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459. Claim 1 of the 529 patent further recites “receiving a frame from the first virtual
machine, the frame comprising the MAC address and a packet.”

460. Nokia Nuage Networks Virtualized Services Platform practices this limitation. For
example, Nokia Nuage Networks Virtualized Services Platform enables Virtual Private LAN
Service (VPLS) in which “[w]hen the MAC is known (populated in the VPLS FDB), all packets
destined for the MAC (routed or bridged) are targeted to the specific virtual port where the MAC

has been learned.”!”!

7T ARP and VPLS FDB Interactions, https://infocenter.nokia.com/public/7750SR217R 1A/
index.jsp?topic=%2Fcom.nokia.L2 Services_ and EVPN Guide 21.7.R1%2Farp and vpls fd-
ai9enrmqvk.html, p. 261.
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461. Claim 1 of the *529 patent further recites “determining that the frame complies with
an access control policy, wherein the access control policy allows or denies a communication in
the virtual computer network based on a source, a destination, a direction, or a protocol used for
the communication.”

462. Nokia Nuage Networks Virtualized Services Platform practices this limitation. For
example, Nokia Nuage Networks Virtualized Services Platform implements ACLs (access control
lists) such that “[a]s packets are received from the VM VNICs they are processed by the associated
VRS instance: ACLs are evaluated, L2 and optionally L3 lookups are performed to determine how

the rest of the packets in the flow should be treated,” as seen below.!”?

7?’Nuage Networks from Nokia, TECHNICAL DESCRIPTION, Nuage Networks
Virtualized Services Platform: Service chaining (2016), https://www.nuagenetworks.net/wp-
content/uploads/2020/06/Nuage Networks Service Chaining Technical Description Documen
t EN-compressed.pdf, p. 6.
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463. Claim 1 of the ’529 patent further recites “routing the packet to the second virtual
machine.”

464. Nokia Nuage Networks Virtualized Services Platform practices this limitation. For
example, “Virtual Routing and Switching (VRS)” of Nokia Nuage Networks Virtualized Services
Platform creates “overlay VPNs or ‘tunnels’ “in the forwarding plane by adding a further layer
of encapsulation to native Ethernet frames making it routable yet isolated from all other

neighboring traffic.”!”

I"NOKIA Accelerate Telco Clouds with Nuage Networks Virtualized Cloud Services,
https://www.nuagenetworks.net/wp-content/uploads/2020/06/Nokia_Accelerate Telco Clouds
_with Nuage Networks VCS Application Note EN.pdf, p. 4.
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465. Nokia is and has been on notice of the infringement of the 529 patent at least as of
the time Amazon filed and provided notice of this Complaint.

466. Nokia will also infringe indirectly and continue to infringe indirectly one or more
claims of the 529 patent by active inducement under 35 U.S.C. § 271(b) by actively encouraging
others to make, use, sell, and/or offer to sell in the United States, Nuage Networks Virtualized
Services Platform.

467. For example, Nokia will provide directions, technical support, guides, marketing
materials, instruction manuals, and/or other information that encourage and facilitate infringing
use by others of the method as claimed in claim 1 of the ’529 patent.

468. Nokia will sell Nuage Networks Virtualized Services Platform with the knowledge
and intent that customers who buy it will use it for their infringing use and therefore that customers
will be directly infringing the ’529 patent.

469. Nokia will intend and continue to intend to induce patent infringement by its
customers and will have knowledge that the inducing acts would cause infringement or will be
willfully blind to the possibility that its inducing acts will cause infringement.

470. Nokia will also infringe indirectly and continue to infringe indirectly one or more
claims of the 529 patent by contributory infringement under 35 U.S.C. § 271(c) by offering to
sell, selling, or importing into the United States, components of Nuage Networks Virtualized
Services Platform, which include non-standard software, knowing the same to be especially made
or especially adapted for use in an infringement of the ’529 patent, and not a staple article or

commodity of commerce suitable for substantial non-infringing use.
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ATTORNEYS’ FEES

471. Amazon is entitled to recover reasonable and necessary attorneys’ fees under
applicable law.

DEMAND FOR JURY TRIAL

Amazon hereby demands trial by jury on all claims and issues so triable.

PRAYER FOR RELIEF

WHEREFORE, Amazon respectfully requests that this Court enter judgment against
NOKIA as follows:

A. That NOKIA has infringed, actively induces infringement of, and contributorily
infringes, and continues to infringe the Asserted Patents in violation of 35 U.S.C. § 271 (a), (b),
and (c);

B. An injunction against further direct or future indirect infringement of the Asserted
Patents;

C. An award of damages adequate to compensate Amazon for the patent infringement
that has occurred, together with pre-judgment interest and costs;

D. An accounting for any infringing sales not presented at trial and an award by the
Court of additional damages for any such infringing sales;

E. An award of all other damages permitted by 35 U.S.C. § 284;

F. That this is an exceptional case and merits an award to Amazon of its costs and
reasonable attorneys’ fees incurred in this action as provided by 35 U.S.C. § 285; and

G. Such other relief as this Court deems just and proper.
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MORRIS, NICHOLS, ARSHT & TUNNELL LLP

/s/ Jeremy Tigan
Jack B. Blumenfeld (#1014)
OF COUNSEL: Jeremy A. Tigan (#5239)
1201 North Market Street
J. David Hadden P.O. Box 1347
FENWICK & WEST LLP Wilmington, DE 19899
801 California Street (302) 658-9200
Mountain View, CA 94041 jblumenfeld@morrisnichols.com
(650) 988-8500 jtigan@morrisnichols.com
July 30, 2024 Attorneys for Plaintiffs
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