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2 TIERS™ − 
Roots In Exascale Research 

Capacity Tier 

Dynamically Loadable NS (DLN) 
Flash 
 

2 TIERSTM 

Fast Tier 

Job  

2T metadata  

DLN  
Index 
Table Packed 

DLNs 

2T file data  

• EMC collaboration with DoE and 
Industry Consortia in FastForward 
Exascale 

 
 

– Fast acceleration tier   
 Performance of flash 

 

– Large capacity tier  
 Retention and capacity of object store 

 

– Global POSIX namespace over one  
trillion objects 

Object Store 
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• Contemporary Storage Architecture is being disrupted: 
 

− Flash replaces disk for +100x performance (Flash Array) 
 

− Cloud replaces disk for +100x capacity (Object Store) 
 

− Capacity disks from arrays move to the cloud, leaving a Flash only Fast Tier on-
premise, and an Object Store only Capacity Tier, in the Cloud or sometimes on 
premise 

 

• We can no longer package Performance and Capacity in one box at an 
attractive price/value point 

 

− Split the two, hence 2 TIERSTM (Fast and Capacity Tier) 

Fundamental Change In Storage Architecture 
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• In EMC, Fast Tier can be instantiated in the network by  
DSSD, or in the servers by ScaleIO local flash 

 

• 2 TIERS™ is Software Defined Storage with two key  
components:  

 

− PFS – Parallel File System (OrangeFS) and  
 

− Syncer (built by EMC for the DOE FastForward program,  
for Exascale I/O stacks) 

 

• In EMC, the Capacity Tier can be instantiated by ECS or Isilon 
 

• EMC 2 TIERS™ software runs in the Fast Tier, presents the POSIX API and 
Namespace to apps and maps the apps data into objects on the Capacity Tier, with 
policy driven tiering between the two 

 

Instantiation Of 2 TIERS™ In EMC 
“The DSSD D5 Storage Appliance … this 
brings me to some future technologies that 
EMC was showing in their Innovation exhibit. 
There they were showing what they called 
Two-Tiers model ...”  
 
“The Two Tiers model provided consistent 
subsets of both data and metadata between 
the hot edge and cold core storage capacity 
(hence two tiers). The company said it was 
seeing performance and cost benefits from 
this solution prototype for IO and capacity 
intensive applications.” 
 Tom Coughlin, Intersect 360 
 
http://www.forbes.com/sites/tomcoughlin/2015/05/08/e
mc-cloud-storage-flash-memory-and-beyond/ 
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Disaggregate the monolithic memory / storage / IO Stack and recast it 
into loosely coupled “Fast Tier” and “Capacity Tier”, to enable 

 

• Independent Scaling: 
– Scale-out for Fast Tier, O(100 to 1,000) 
– Hyperscale for Capacity Tier, O(100,000) 

 

• POSIX API and Namespace  
 

– Required by the majority of 2nd platform apps (at a scale-out level lower than for a 
3rd platform infrastructure) 

 

2 TIERS™ Was Designed For The 3rd Platform 
But It Provides Equal Support To 2nd Platform Apps! 
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How Does 2 TIERS™Work? 

Capacity Tier at Time T0 

2T metadata  2T file data  

IT 
Packed 
DLNs 

Capacity Tier at Time T1 

Read-only, Read-through Translation  
Service on Local FUSE File System 

TIME T0: 
Load DLN d, version v 

Fast Tier on Distributed OrangeFS 

TIME T0: 
Promote DLN d, version v 

TIME T1: 
Persist DLN d,  

version v+1 

promoted 

new modified 

Flash 

hyperstub 

App Local Store 
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Tiering Data And Metadata 

DLN Index Table 
OID=0x01 

DLN bucket 



8 EMC CONFIDENTIAL—INTERNAL USE ONLY EMC CONFIDENTIAL—INTERNAL USE ONLY 

• Expose a global namespace view to the app, similar to a File System 

• Use a pre-defined Global Unique OID for the DLN Index Table 
(Cassandra KVS); similar to a SuperBlock of a File System 

• Each Entry in the Index Table points to a DLN; similar to inodes for 
directories in a File System 

• Each DLN points to a partial view of global namespace; similar to a 
subtree of a File System 

• Each namespace view has a pointer to an object; similar to file inodes 
in a directory in a File System 

How Does Metadata Tiering Work? 
Similar To A UNIX FFS File System 
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• Since June 2014, while EMC develops 2 TIERSTM, an ever increasing number of 
similar projects have emerged in the industry, both in EMC and outside 
(university research, new ventures, etc.)  

– MarFS (LANL) – the most similar to 2 TIERS™, in production for Campaign Archival 
– DeltaFS 
– BatchFS 
– IndexFS 
– TableFS 
– SlimFS 
– ShardFS 
– KVFS 
– BetrFS 
– GiraffaFS 

• This is good confirmation of two widely resonating concepts:  
– Object Storage for Capacity, Flash for Performance! 
– Users think in folders, not objects! ... They need a File System Namespace! 

 

 

EMC 2 TIERS™ – One Of Many Similar Approaches 
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1. Single Global Namespace with Dynamically Loadable Namespaces (DLNs) 

2. Tiering of both Data and Metadata 

3. Fast Tier Performance Target: greater than 10X Capacity Tier 

4. Direct access (read-only) to the Capacity Tier, bypassing the Fast Tier 

5. 2 TIERSTM provides Tiering and Non-Tiering modes 

6. No client changes required 

7. No changes to the EMC products required for EMC instantiation 

 

Differentiation Of EMC 2 TIERS™ 
Unique Characteristics Of 2 Tiers™ 
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Note: Compute Server interconnect should be RDMA, for best performance 

2 TIERSTM: Local Or Network Fast Tier Examples 

Isilon, ECS 

App 

ScaleIO 
 

2Tiers 

Flash 

App 

ScaleIO 
 

2Tiers 

Flash 

App 

ScaleIO 
 

2Tiers 

Flash 

App 

ScaleIO 
 

2Tiers 

Flash 

App Cluster 
(Compute Servers)  

+ 2T Servers + Local Flash  

App 

2Tiers 

DSSD 

App 

2Tiers 

App 

2Tiers 

App 

2Tiers 

Isilon, ECS 

DSSD 

RDMA 

App Cluster 
(Compute Servers)  

2T Servers  

Local Fast Tier Network Fast Tier 

Capacity Tier Capacity Tier 
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A Possible EMC Product Packaging 

ECS U4000 
(3.9PB) 

ECI Caspian with  
DSSD & IONs (EMC-IOD) 

4 Blade

4 Blade

10 GbE 48p

10 GbE 48p

1 GbE 48p

4 Blade

4 Blade

4 Blade

4 Blade

PCIe

Flash Array

Brace

Service Tray

10 GbE 48p

10 GbE 48p

1 GbE 48p

4 Blade

4 Blade

4 Blade

4 Blade

Brace

PDU

4 Blade

4 Blade
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10 GbE

Not Used

60 Disk

60 Disk

60 Disk

4 Blade

4 Blade

60 Disk

60 Disk

60 Disk

60 Disk

60 Disk

Fast Tier 
DSSD 

Fast Tier 
2Tiers, in 
8 Servers 

ECS 
Capacity 
Tier Compute 

Nodes (44) 

Isilon 
Capacity 
Tier 

4 Blade 

4 Blade 

4 Blade 

4 Blade 

4 Blade 

4 Blade 

4 Blade 

4 Blade 

4 Blade 

4 Blade 

4 Blade 

4 Blade 

DSSD 

4 Blade 

4 Blade 
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• Stateless design of underlying 
PVFS2 

− Light weight Linux kernel module, 
multi-threaded client 

− Performance comparable to other PFS  
− HDFS with JNI client; support for 

Windows, Mac 

• Modular design 
− Abstract key-value interface for 

metadata 
− Abstract storage interface for data 
− Abstract networking allows RDMA, IP 

• Client changes NOT required 

• Future roadmap: OFS V3 – 
changes for CloudyCluster™ 
(Cloud PaaS); already deployed 
on AWS  

• OrangeFS is maintained and 
developed by Omnibond, 
Clemson, SC 

− Agile and responsive open source 
community 

− Committed to open source 
community development 

− History of 4-5 years in production, at 
major customers 

 

OrangeFS: EMC Choice For 2 TIERSTM 

http://www.google.com/url?url=http://www.orangefs.org/trac/orangefs&rct=j&frm=1&q=&esrc=s&sa=U&ved=0ahUKEwjDw4vagv3LAhXFbiYKHRlpD0gQwW4IFjAA&usg=AFQjCNG7j4h-vW13BJzv_U__r13qp-uPbA
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EMC 2 TIERSTM On Omnibond CloudyCluster On AWS 

OrangeFS 
WebDAV 

Scheduler 

• 2 TIERSTM Customer 
Demo built on 
CloudyCluster to host 
POSIX apps as POC on 
AWS 
 

• Several Large 
Customers of EMC have 
asked for access waiting 
to 2 TIERSTM on AWS 
 

• After for POC ready, 
significant dev work 
remains 
 

• Initial Custom AMI built 
by EMC with 2 TIERSTM 

and CloudyCluster 

HPC Compute Groups 

Highly Available 2 TIERSTM + OrangeFS Storage 

DynamoDB 

Management 
Instance 

2 TIERSTM 

S3 

http://www.google.com/url?url=http://www.isc-events.com/isc15/ExhibitorList/&rct=j&frm=1&q=&esrc=s&sa=U&ved=0ahUKEwjDw4vagv3LAhXFbiYKHRlpD0gQwW4IJDAH&usg=AFQjCNF2tTSiLBFfaG0hvllrgE8egqENag
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Self Service Elastic HPC 

Scheduler 

CCQ 

EFS S3 

Auto-Scaling 
Compute 

OrangeFS HPC Parallel Storage 

DDB 

HPC Job 

Login 

WebDAV 
Globus 

Create a fully operational HPC Cluster in  
minutes, complete with: 
• Storage: OrangeFS on EBS, S3, EFS 

• Compute:  Job Driven Elastic Compute through CCQ 

• Scheduler: Initially Torque with CCQ MetaScheduler 

Available now in the 

HPC Libraries:  
Boost, Cuda Toolkit, Docker, FFTW, 
FLTK, GCC, Gengetopt, GRIB2, 
GSL, Hadoop, HDF5, ImageMagick, 
JasPer, NetCDF, NumPy, Octave, 
OpenCV, OpenMPI, PROJ, R, Rmpi, 
SciPy, SWIG, WGRIB, UDUNITS 

HPC Software:  
Ambertools, ANN, ATLAS, BLAS, Blast, 
Blender, Burrows-Wheeler Aligner, 
CESM, GROMACS, LAMMPS, NCAR, 
NCL, NCO, nwchem, OpenFoam, papi, 
paraview, Quantum Espresso, 
SAMtools, WRF 

• All from an easy to use Web UI from mobile, tablet or desktop 

http://www.google.com/url?url=http://www.orangefs.org/trac/orangefs&rct=j&frm=1&q=&esrc=s&sa=U&ved=0ahUKEwjDw4vagv3LAhXFbiYKHRlpD0gQwW4IFjAA&usg=AFQjCNG7j4h-vW13BJzv_U__r13qp-uPbA
http://www.google.com/url?url=http://www.isc-events.com/isc15/ExhibitorList/&rct=j&frm=1&q=&esrc=s&sa=U&ved=0ahUKEwjDw4vagv3LAhXFbiYKHRlpD0gQwW4IJDAH&usg=AFQjCNF2tTSiLBFfaG0hvllrgE8egqENag
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Accessing 2 TIERS™ On AWS 

View available  
2 Tiers clusters 
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List Of 2 TIERS™ Clusters 

Single instance 
2 Tiers cluster 
On AWS West 
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View Of 2 TIERS™Cluster On AWS 

Compute Nodes 

Control Nodes 

OrangeFS Nodes 

Management Nodes 
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