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				What is WS2012?

				Windows Server 2012 - or WS2012 as we’ll call it for short - is the server version of Windows 8, itself the successor to the popular and successful Windows 7. If you look behind the scenes, Windows 7 readily admits that it is actually Windows version 6.1 - a minor, mainly cosmetic update to Windows Vista. 

				Server versions of Windows are rather more conservative and forthright than their desktop equivalents. So, for example, while the Server version of Windows Vista was called Windows Server 2008 - as it was a big step up from Windows Server 2003 - its follow-up, the server version of Windows 7, was just billed as “Windows Server 2008 R2”, reflecting that it had few extra features or abilities over its predecessor. 

				Despite its internal version number of Windows 6.2, Windows 8 is a much bigger upgrade than Windows 7 - and WS2012 is a much bigger step forwards than WS2008R2 was. This means that Windows Server 2012 is the server version’s first big update in four-and-a-half years, and Microsoft seems to feel that it’s time for a new push. 

				As a multi-purpose file, print, internet and applications-server operating system, Windows Server doesn’t really have any direct competitors any more. Its Unix-based rivals mostly focus on web hosting and Java apps; even the most integrated of the Linux server distros - such as SME Server, ClearOS or Zentyal - do not even come close to matching it for features. They really only aim at small offices and simple, single-server networks. 

				The “enterprise” Linux distributions, such as Red Hat Enterprise Linux (RHEL) or SUSE Linux Enterprise Server (SLES), are more like kits from which a skilled admin can construct a server. Unlike Windows Server - where ticking a couple of boxes is enough to enable a role and start productive work - the RHEL or SLES sysadmin has to know which packages to install for a given function. 

				Beyond simple package selection, Linux admins will need to know which text files to create (and where) in order to configure them. This can all be automated with tools such as Puppet, but you still have to know what to automate. Configuring, say, a Samba domain controller with Lightweight Directory Access Protocol (LDAP) and Kerberos is vastly more involved than its Windows equivalent. Ease of use is - and looks set to remain - the domain of Windows.

				So with Windows Server a mature product on its ninth release and with no direct competitors, WS2012’s main rivals are its own predecessors; most notably Windows Server 2003 (WS2003) and 2008 R2 (WS2008 R2). For WS2012 to succeed, Microsoft has to defeat the most powerful force in the entire server market: itself.

				This has meant a comprehensive upgrade for almost every component of the system. Network protocols, server roles, administrative tools, the command line and the graphical desktop - all have received substantial updates, more so than any single previous release of Windows Server. 

				The virtualisation and storage changes in WS2012 redefine the server space; this release marks a sea change in Microsoft’s approach to server design and is arguably a bigger update than the transition from the Windows NT 4 Server to Windows 2000 Server. Fortunately, WS2012’s transition promises to be a much less traumatic and disruptive one than the move to Active Directory was twelve years earlier.

				This is the release where Microsoft gets really serious about Hyper-V. Windows Server’s integrated hypervisor has received the biggest upgrade of any single component. Through with playing catch-up, Microsoft is aiming for feature parity with rival hypervisor vendors. The company set about to build an operating system “from the cloud up”. It succeeded. 

				Editions

				Windows Server 2012 Foundation

				Foundation is the most basic version of WS2012. It is not available as a standalone product; you can only buy it from original equipment manufacturers (OEMs), pre-installed on entry-level server hardware. Foundation has some pretty strict limits, such as a single CPU socket and just 15 user accounts, and it does not include the Hyper-V hypervisor, nor is it licensed to be run inside a VM (virtual machine). On the upside, it requires no client-access licences (CALs) and supports most WS2012 functions except those concerning VMs and clustering.

				However, like recent versions of desktop Windows, WS2012 supports in-place upgrades. Simply purchase the appropriate licence key and an installed copy of WS2012 Foundation can be upgraded to WS2012 Standard - the extra features of the upmarket product will be unlocked.

				More information: http://technet.microsoft.com/en-us/library/jj679892.aspx 

				Windows Storage Server 2012 

				Microsoft’s offering in the Network-Attached Storage (NAS) space is the relatively little-known Windows Storage Server, which has been around since Windows Server 2003. This single-function product allows you to build NAS servers using commercial off-the-shelf PC hardware and components rather than proprietary devices from specialised vendors. It also offers the potential of managing storage appliances using Active Directory, along with an estimated factor of four times cost saving.

				Storage Server is able to serve up disk space either using file-level protocols - SMB, the standard Windows file-sharing protocol, and NFS, the Unix equivalent - or the block-level iSCSI protocol.

				There are two editions of Storage Server 2012: Workgroup and Standard. Workgroup is limited to a single CPU socket, 50 connections, 32GB of RAM and six disks and does not support virtualisation as either host or guest. Standard has none of these limits and supports deduplication, virtualisation and other services, including clustering and BranchCache.

				More information: http://www.microsoft.com/StorageServer 

				Windows Server 2012 Essentials

				Microsoft has removed Small Business Server Standard, Premium Add-on and Home Server lines from the market, leaving WS2012 Essentials and Microsoft’s Azure-based cloud offerings to fill the gap. WS2012 Essentials is the evolution of Small Business Server Essentials and supports two CPU sockets and 25 users, it can run as a VM however cannot serve as a VM Host. It cannot operate in Server Core mode - of which more later ..

				Essentials is meant to be a small business’s first server, and like SBS, it includes simplified admin tools, allowing it to be installed and configured by non-specialist staff.

				Unlike SBS Standard, it doesn’t include Exchange Server or SQL (if you had the Premium Add on). Microsoft thinks the time has come for smaller companies without permanent IT staff to use cloud services; Azure, Office 365, Dynamics, Hosted Exchange, and so forth. You can purchase and install Exchange Server or SQL for WS2012 essentials in the normal way, if you wish.

				More information: http://www.microsoft.com/en-us/server-cloud/windows-server-essentials/default.aspx 

				Hyper-V Server

				Hyper-V Server is Microsoft’s answer to VMware’s vSphere Hypervisor (and ESX Server before that), and is the only freeware version of Windows Server 2012. It is a pure hypervisor, designed to offer the full feature set of Microsoft’s virtualisation and nothing else. This is a continuation of the HyperV server which started with 2008.

				Hyper-V Server consists of a copy of Windows Server running permanently in Server Core mode, with just a command prompt and some very simple text-based menus for applying updates and so on. To use it, you control it remotely from another machine - again, if you’re more familiar with VMware, it is just like using the vSphere client on a Windows workstation to control a remote VMware host.

				Hyper-V Server supports a single role: the Hyper-V hypervisor (as you might have guessed from the name). It is able to run any guest that Hyper-V can normally run, although Microsoft’s literature suggests that Hyper-V Server is primarily a tool for virtual desktop infrastructure (VDI).

				Hyper-V Server is, however, perfectly capable of running instances of Windows Server, Linux or any other supported operating system. Hyper-V plays nice with Linux guests, and Microsoft has donated code to the Linux kernel to enable it to run smoothly as a guest under Hyper-V. Hyper-V Server is ideal if you want a relatively lightweight, low-overhead layer at the bottom of your stack. How Hyper-V server does differ from ESXi is that high availability and live migration are built-in. 

				More information: http://www.microsoft.com/en-us/server-cloud/hyper-v-server/default.aspx 

				Standard 

				WS2012 Standard is the “full” version of 2012. It has no limits imposed on its functionality, and only simple limits in the product usage rights: a single licence covers you for two CPU sockets and two virtual instances of Windows Server Standard on a single host. You will need additional server licenses if you wish to run more than two copies, or if your server hardware has more than two sockets.

				Windows Server no longer has any Web, high performance computing (HPC) or Enterprise editions - Standard supports up to 64 CPU sockets and four terabytes of RAM, the same as the Datacenter edition. 

				WS2012 no longer offers an Itanium edition - Windows Server is now a pure x86-64 product. With Windows Phone 8 and Windows RT both supporting ARM processors on the same kernel, there may well be hope for an ARM version in the next release of Windows Server. 

				Datacenter

				Datacenter is as ever the top of the range edition of Windows Server. In the 2012 version, again, one licence covers you for up to two CPU sockets; the only difference between the Datacenter and Standard editions is that Datacenter permits unlimited virtualisation rights. You can run as many Windows Server VMs under Datacenter as you wish, or run it in as many VMs under another hypervisor as you wish - subject to normal licensing constraints, of course.

				More information: http://www.microsoft.com/en-us/server-cloud/windows-server/default.aspx 

				System requirements

				Physical server specifications

				WS2012 has modest requirements for a modern operating system: a minimum of two gigabytes of RAM (although eight gigs is recommended), a 160GB hard disk with a 60GB system partition, plus a Gigabit Ethernet connection. 

				If you want a graphical user interface (GUI), you’ll need an 800×600 display as an absolute minimum and ideally 1024×768 or better, although headless operation is entirely feasible.

				CPU

				Just as with Windows Server 2008 R2, there’s no 32-bit version of WS2012: a 64-bit x86-compatible CPU is mandatory. Microsoft suggests a minimum of 1.4GHz for a single-core CPU and 1.3GHz for a multi-core one. For best results,  a 3.1GHz multi-core CPU is recommended.

				Being 64-bit only means that WS2012 cannot run DOS or 16-bit Windows binaries, not that this is very likely to matter today. If you’re still using EDLIN then there’s something wrong with you.

				Itanium users, both of them, will also be disappointed: WS2012 doesn’t support that chip family either, so your choices are to change CPU platforms, stay on WS2008R2 or migrate to Linux or HP/UX. There’s always OpenVMS, which as one of Windows NT’s grandparents has a certain style to it - if not much modern software.

				Hardware virtualisation

				One minor wrinkle of Hyper-V in WS2012 is that it requires second-generation hardware virtualisation support. Hyper-V has always required a CPU that supports hardware virtualisation - Intel VT or AMD-V. This is in contrast to VMware or Virtualbox, which can both fall back to software virtualisation if hardware support is not available. As a server product, Microsoft quite reasonably eschews the cunning bodge of software virtualisation and insists on the real thing. 

				Hyper-V’s 2012 version requires Second-Level Address Tables (SLAT) - termed Extended Page Tables (EPT) by Intel and Nested Page Tables by AMD. It is present in “Nehalem” core Intel chips - the Core i3, i5 and i7 and newer and their Xeon analogues - and in third-generation “Barcelona” core AMD Opterons. This is not a problem unless you’re planning on using legacy hardware; if you want virtualisation support, no Core 2-era servers for you.

				More information: http://technet.microsoft.com/en-us/library/jj134246.aspx 

				What’s new

				A lot of the new features in WS2012 are related to Hyper-V, but not quite everything. 

				Not everyone uses virtualisation - although if you don’t, it is probably fair to ask “why not?” If nothing else, even in a single-server environment, virtualising your server offers one big advantage: the uniform hardware presented to VMs by a hypervisor. 

				If your server hardware fails - or you need to replace it with an upgraded machine - you can reinstall your hypervisor and then just restore your backed-up server VM. Restart it and you’re straight back in business. If your copy of WS2012 is installed on the bare metal, then it might not boot up at all if restored onto a totally different machine; even if it does, changing the hardware will inevitably mean reconfiguring the OS. Virtualising it makes this a non-issue.

				Even if you’re not convinced that this virtualisation thing has legs - preferring instead to run right on the metal for maximum speed - there are still a host of useful new features in WS2012 to improve performance, reliability, administration and so on.

				Virtualisation
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				Hyper-V 3.0

				WS2012 includes the third release of Hyper-V. After nearly a decade of playing catch-up, Microsoft has a full-featured virtualisation stack in the field. Hyper-V 3.0 is a mature, stable hypervisor, whose feature set and pricing structure ought to seriously worry the competition. Hosts, clusters and VMs all support industry-leading high-end specs. WS2012 also ships with a swath of high-availability features that offer serious enhancement to the basic hypervisor.

				Hyper-V 3.0 raises the bar for the size and number of virtual machines that a hypervisor can support in multiple areas. Hyper-V 3.0 can support up to 320 logical processors and 4TB of RAM, increased from 64 processors and 1TB of RAM in the 2008 R2. A Hyper-V 3.0 virtual machine can have up to 64 virtual processors and a terabyte of RAM, up from 4 virtual CPUs (VCPUs) and 64GB of RAM in the previous version.

				Clustering is enhanced: Hyper-V clusters support 64 nodes and 8,000 VMs in a cluster, up from 16 nodes and 1,000 VMs previously. Hyper-V 3.0 has a new virtual harddisk (HD) format called VHDX, which allows up to 64TB per virtual disk. You can still use the old format, though, and WS2012 can convert virtual drives between VHD and VHDX - and VM’s VMDK format, too.

				An important low-level feature is that VHDX supports 4KB alignment for large-sector drives, which can give major performance gains. Most older drives had 512KB blocks - which are still supported - but mismatched block sizes cause poor performance, which is an issue with previous-generation hypervisors.

				Microsoft’s Technet has been running on Hyper-V since the Windows Server 2008 beta-test period, taking a million hits per day. Later, Microsoft moved MSDN onto it, which takes three and half million hits a day, and later still, Microsoft.com itself, which has now been running on Hyper-V for more than four years.

				More information: http://download.microsoft.com/download/2/C/A/2CA38362-37ED-4112-86A8-FDF14D5D4C9B/WS%202012%20Feature%20Comparison_Hyper-V.pdf 

				Hyper-V Replica

				Replica is a new disaster recovery (DR) -oriented feature that allows VMs to be replicated in the background between shared-nothing hosts, even across WAN links. A built-in feature of WS2012, Replica does asynchronous replication of live VMs with no extra services, products or connectivity; it doesn’t even need shared storage. 

				The primary intention is that you use it to copy your VMs to an off-site server - over any available link including the public internet - so that if some disaster befalls your server, you’ll have a snapshot of it available that normally will be not more than 15 minutes old.

				Failover can be automatic, manual or scripted. Replica is completely controllable from PowerShell 3 or within System Center 2012. For instance, you can script failover in a disaster situation and run it with a single click, then move it back again afterwards the same way.

				The initial copy of the VM can be online, over the network, or offline; in other words, you copy your VM onto an external drive and take that to the remote site. For security, the backup can be encrypted with Bitlocker2Go.

				That’s not all it does; Hyper-V Replica also supports multiple snapshots, reversion to earlier versions of the VM, offsite snapshot storage and more. All you need is two WS2012 boxes and some form of link between them.

				More information: http://technet.microsoft.com/en-us/library/jj134172.aspx 

				Shared-nothing live migration

				WS2008R2 supports live migration of VMs between hosts, but this could only be done in a cluster environment when the VMs’ VHDs were stored on Cluster Shared Volumes. 

				This feature is much improved in Hyper-V 3.0; now, VHDs can be stored on ordinary file shares, hosted on another Windows server, a NAS or whatever you choose. This allows live migration between multiple host servers connected to that file server without moving the virtual disks. 

				Similarly, you can keep a VM on the same host but live-migrate its storage from one place to another - say from one storage area network (SAN) to another, or between a SAN and local storage. All disk writes are duplicated both to the host and the destination while the VHD is being copied across, then on completion, requests are seamlessly switched to the new location.

				The only requirement is a 1Gb network interconnect and the feature is supported even on the freeware Hyper-V Server.

				More information: http://technet.microsoft.com/en-us/library/hh831435.aspx 

				Hyper-V Extensible Switch

				All hypervisors have some kind of internal network to connect virtual network ports, belonging to the VM, with the real network that the host machine is attached to. For instance, in desktop hypervisors such as Microsoft VirtualPC, you can typically choose whether the VM gets its own IP address on your network, has a Network Address Translation (NAT) masqueraded connection, or just a private internal link between host and guest with no external network link at all.

				The Hyper-V Extensible switch allows third-party vendors to extend and enhance the basic Hyper-V switch with features not supported out of the box. Cisco, for example, expands this into a full Layer 2 managed switch, a Cisco Nexus 1000v. NEC has developed the UNIVERGE PF1000 to bring the competing Openflow to the Microsoft virtual ecosystem.

				These extensions to Hyper-V’s core switch are software-only switches which runs inside their own virtual appliances, taking to the application programming interfaces (APIs) within Hyper-V. Using the Nexus 1000v as an example, you can manage the virtual switch with external Cisco management tools as if it were a hardware device. 

				In nearly all cases, the same model extensible switch can also be used on VMware vSphere should you wish, allowing you to maintain data centres with a heterogeneous hypervisor environment while easing network management burdens.

				The end result is that you can do things like monitoring, traffic management, adaptor teaming and so on, all from your standard network management software.

				More information: http://technet.microsoft.com/en-us/library/hh831823.aspx 

				Network virtualisation

				How network virtualisation works is complex, but what it does is easy to understand: it enables you to virtualise VM’s IP addresses. In other words, these become independent of the network that the host server is attached to - you can move VMs around your network, even onto different networks, and their IP addresses go with them. 

				So for example IP addresses can be reassigned on the fly from a VM on one machine to another on a different host, regardless of what subnet they’re on. Both network-internal IP addresses and live, publicly-visible ones can be virtualised and redirected. WS2012 ensures that addresses are rewritten or encapsulated as necessary so that the right traffic goes to the right host.

				It is vendor-independent. Single or multiple internal or external IP addresses can be added to multiple hosts on multiple physical machines. 

				Some Microsoft customers have many virtual local area networks (VLANs) - hundreds of them on a single network, in some cases even thousands. Virtualising the network into a virtual managed switch inside the hypervisor brings powerful new facilities and enables dramatic simplifications of host networking, letting you get rid of multiple DHCP ranges and VLANs.

				More information: http://technet.microsoft.com/en-us/library/jj134230.aspx 

				Enhanced VDI

				Hyper-V 3.0’s virtual desktop infrastructure support has been considerably enhanced, with several bits of new functionality aimed specifically at providing better, richer virtualised desktops and terminal server sessions.

				VDI images can come a few different flavours. Dedicated 1:1 personal virtual machines are the easiest to understand and deploy, but are the most resource intensive and have the highest overhead. VDI pools can spawn multiple child VMs from a single master image using either a stateless model, or with a fully stateful user experience via the new User Profile Disk.

				RemoteFX is now supported over the Wide Area Network (WAN), and incorporates both USB redirection and multitouch interface support; RemoteFX’s multitouch support includes up to 10 contact points for those who really want to get their fondle on. Hyper-V’s vGPUs have evolved. They now support DirectX 11 and will be available as “soft vGPUs” even in the absence of a physical GPU. If physical GPUs are present, Hyper-V will use them for vGPU offload.

				The vGPUs are impressive; RemoteFX does a fantastic job of delivering multimedia across a WAN and certainly has no issues in a LAN environment. The only limitation - and it is a big one - is that OpenGL 2.0 and above are not accelerated. For that, we must still turn to Citrix’s HDX or Nvidia’s VGX (via VMware ESX.) Having users with OpenGL using hypervisors other than Hyper-V shouldn’t be a problem; System Center 2012 incorporates heterogeneous management to help you run a mixed environment efficiently.

				Looking back to the 2008 R2 virtualisation stack, the contrast between that era’s VDI offerings and 2012’s are stark. In WS2012, VDI is a first-class citizen. The management tools are VDI aware, and technologies like RAM deduplication - which is of limited benefit for server virtualisation scenarios, but changes everything in VDI - were introduced. 

				If you are unsure which variant of Microsoft’s VDI offerings are right for you, there are wizards help you decide between App-V, RDSH or virtualised Windows client instances. RDSH now includes Fair Share, a CPU-scheduling technology that prevents a single user instance from consuming all the resources on a shared server.

				Overall, Microsoft’s 2012 VDI is easier to deploy and manage centrally. Fewer steps are required, there’s no bizarre dependence on IPv6, and everything - client or server - is entirely addressable via PowerShell 3.

				More information: http://www.microsoft.com/en-us/windows/enterprise/products-and-technologies/virtualisation/vdi.aspx 

				Domain controllers

				Active Directory now understands virtualisation and domain controllers have direct support for running inside VMs. The idea is that now you should have all your domain controllers virtualised as standard. WS2012’s AD is fully VM aware; you can now clone and roll back domain controllers (DCs) as required. The key new functionality is the “VM Generation ID attribute” (GenID).

				Let’s say, for example, you create a new virtual domain controller (VDC) and set its name and IP address. Once you clone that VM and reboot it, the copy looks at its GenID, determines if it is a clone or a rollback and automatically configures itself appropriately. The cloning of virtual machines we’ve been warned against for the past decade or so - but practiced so liberally regardless - is now accepted, institutionalised and baked directly into the OS.

				More information: http://technet.microsoft.com/en-us/library/hh831734.aspx

				File server
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				SMB 3.0

				The file server role has seen a major revamp. The wire protocol has been streamlined and “chatter” removed to make it faster over slower connections. On local networks, it supports multiple connections; for instance, even in mid-copy, plugging in a Gigabit cable will result in the time remaining dropping sharply.

				While it was originally slated to be simply a minor version increase to the SMB protocol - SMB 2.2 - the storage team managed to cram so many improvements into this release that it was decided a major version number change was required. SMB 3.0 was born and it cannot be overstated how far SMB has come.

				As one example, SMB 3 it can deliver up to 16GB/sec throughput; that’s gigabytes, not gigabits per second. SMB now supports multi-channel links, thin provisioning of volumes and automatic data deduplication. 

				The ability to switch media on the fly is an under-reported feature: plug in another cable halfway through a big file transfer and add extra capacity from new NICs during file operations. This might seem silly when we are talking about a physical server, but file servers themselves are increasingly virtualised. 

				More information: http://blogs.technet.com/b/josebda/archive/2012/10/08/windows-server-2012-file-servers-and-smb-3-0-simpler-and-easier-by-design.aspx 

				SMB Direct and RDMA

				A network adaptor that supports Remote DMA (RDMA) can directly read and write parts of the host machine’s memory, bypassing the OS. Specifically, in WS2012 this is used by the new “SMB Direct” feature, allowing two machines with compliant network adapters to pass blocks of data over SMB directly from the memory of one machine into the memory of the other, bypassing Windows’ own integral SMB server and the TCP/IP stack. The combination of SMB 3 and RDMA has enabled Microsoft to shatter all previously held network file transfer protocol records.

				More information: http://technet.microsoft.com/en-us/library/jj134210.aspx 

				ReFS

				The Resilient File System, or ReFS for short, is the first new disk format for Windows since NTFS appeared with Windows NT 3.1 in 1993. It is designed to be even more robust against corruption or media failure - for instance, during disk writes, it doesn’t reuse the same disk blocks again, so if it is interrupted, the original data will be intact.

				ReFS also isolates errors so that volumes need not be taken offline to be repaired - and its extensive use of checksums means that many faults can be corrected on the fly without running CHKDSK. 

				It is also optimised for extremely large volumes - it can handle volumes of a yottabyte (a trillion terabytes), whereas NTFS tops out at a hair under 256TB.

				ReFS is API-compatible with NTFS and supports most of its features, although it does drop a few, including short (8.3) filenames, file-level compression and encryption, hard links, named streams, extended attributes and disk quotas.

				More information: http://blogs.msdn.com/b/b8/archive/2012/01/16/building-the-next-generation-file-system-for-windows-refs.aspx 

				Automatic data deduplication

				Data-deduplication is an extremely handy tool. With today’s large disks and large volumes of user data, it is very common for server drives to hold multiple copies of the same data - be they web-browser caches, installation or patch files, duplicated email attachments and so on.

				Deduplication is WS2012’s response to this. It scans disks and files and automatically replaces blocks containing duplicated data with links back to the first copy, so that exactly the same disk contents take up much less space. One of Microsoft’s demonstrations uses a folder holding three copies of a 5GB folder-tree full of files. Deduplicating this saved 11GB of space; in other words, slightly more than two-thirds of the space.

				Once you have a WS2012 machine up and running, if you want to see how much space you’ll save using this feature, you can even copy the “ddpeval.exe” binary from a WS2012 machine into \WINDOWS\SYSTEM32 on an older Windows Server. Run it and it will tell you how much duplication it can find and what it could save if you upgraded to 2012.

				More information: http://blogs.technet.com/b/filecab/archive/2012/05/21/introduction-to-data-deduplication-in-windows-server-2012.aspx 

				Storage virtualisation

				Storage Spaces is the new storage virtualisation subsystem in WS2012 and Windows 8. Comparable to Oracle’s ZFS in Solaris, it replaces “dynamic disks”, the Logical Disk Management layer in Windows 2000 through to Windows 7, which was co-developed with Veritas Software (now part of Symantec). 

				Storage virtualisation is nothing to do with hypervisors and virtual machines - although it can be very handy when juggling multiple VMs. Virtualised storage inserts a redirection layer in between the storage volumes that the OS can see and the actual blocks of hard disk or SSD connected to the hardware, allowing flexible management of drive space. 

				Storage space is divided into “slabs” which are distributed automatically among available physical drives. Volumes can be made up of blocks from multiple devices, and optionally configured with distributed parity or full mirroring, providing redundancy against physical drive failure. The result is comparable to RAID, but it doesn’t require drives of identical size - the management layer intelligently distributes slabs as required to keep your data safe.

				This offers a number of advantages. Volumes can be created and enlarged on the fly. Thin provisioning offers two main benefits: firstly, very fast formatting - you can create and format multiple-terabyte volumes in seconds - and secondly, you can create volumes larger than available physical storage and add the additional actual physical space later.

				 

				More information: http://blogs.msdn.com/b/b8/archive/2012/01/05/virtualising-storage-for-scale-resiliency-and-efficiency.aspx 

				ODX support

				WS2012 supports Offloaded Data Transfer (ODX). ODX allows smart storage devices - such as SAN servers - to perform operations such as file copies and moves autonomously, without involvement from the server. The server sends read and write commands to the server, which returns a token when the operation is complete, saving potentially huge amounts of both network and CPU bandwidth.

				ODX is also supported directly within Hyper-V and on the client side by Windows 8. It is an open standard, available for implementation by other operating systems as well. Consider a basic example in the life of a virtualisation admin: ODX it makes creating VHDs very fast. Service providers can allow customers to provision their own drives, live online, without moving large amounts of data around. This not only reduces click-to-functioning time, but lowers network overhead - and thus costs - for the service provider.

				More information: http://msdn.microsoft.com/en-us/library/windows/desktop/hh848056(v=vs.85).aspx

				Fibre Channel support and MPIO

				Hyper-V 3 VMs now support virtual Fibre Channel (FC) ports, so VMs can directly connect to external FC storage attached to the host server’s physical FC host bus adaptor. Windows Server has had iSCSI baked into the OS for some time now and we’ve always been able to access iSCSI LUNs from a VM. Now we can do the same with Fibre Channel.

				If the host has multiple FC Host Bus Adapters (HBAs), WS2012 supports multipath I/O (MPIO) - both from the host and from within VMs. As any good storage admin knows, this is absolutely critical; MPIO is what allows us to survive a dead NIC, busted switch or pointy-haired boss tripping over cabling while showing off the data centre. VMs can have up to four virtual HBAs, allowing flexible storage configuration or clustering of up to 64 VMs.


				More information:

				Virtual Fibre Channel: http://technet.microsoft.com/en-us/library/hh831413.aspx

				MPIO: http://www.microsoft.com/en-us/download/confirmation.aspx?id=30450 http://technet.microsoft.com/en-us/library/hh831413.aspx

				Holistic Storage

				Although WS2012 is an excellent storage operating system for a physical server, it is not limited to this role. Hyper-V can virtualise fibre channel HBAs, and WS2012 comes with ODX offload, an iSCSI target and a first-class initiator. Block storage is baked into the operating system.

				The idea of WS2012 as virtualised head node fronting block storage as file storage to client systems via SMB3 is not so crazy today as it was a short while ago; indeed, the role is explicitly supported in Windows Storage Server. Adding network capacity to a VM Serving this role is simple and SMB3 will “just work” with the new throughput. Things get all the more interesting when you factor in live storage migration of your VMs. You can move your virtualised head node from one host to the other without dropping a packet, then have additional network resources added.

				Thin provisioning and deduplication mean that your storage VMs will consume as little space as possible. Server 2012 is a reasonable candidate for underpinning your next generation physical storage arrays while simultaneously being an excellent choice to bring your extant storage estate together in one place for consumption by the rest of your network.

				The leap in capability that Microsoft’s storage team has managed to provide is profound. WS2012 is no longer merely the gateway to your Microsoft file-based storage. Server 2012 is ready to take on storage for your entire network; block, file, physical or virtual.

				Interface and Management

				Server manager
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				Server Manager has been much improved, with the intention of eliminating the need to actually log in to the desktop of remote or virtual servers. Almost everything can be configured remotely, either from another system - including a Windows 8 workstation with the Remote Server Administration Tools (RSAT) installed, or from the host hypervisor. 

				Server Manager now controls whole farms of servers - one-to-many or one-to-one, whichever you prefer. It (optionally) groups servers by the roles they perform, rather than by machine. For instance, it can show a heading for File Services, and under that, a list of servers offering this role and their IP addresses. Most aspects of a server can be configured through ServMan, even low-level things like NIC teaming - so there’s much less reason to actually open a session on a remote machine; but if you need to, with a right-click you can open an RDP session to that server.

				The Best Practice Analyser can now be run against remote systems via ServMan. You can add or remove roles on remote boxes, as well as access commonly-used tasks from within the right-click context menu of the ServMan interface. Progress dialogs are non-modal: you can close them and the operation continues in the status bar at the top of window. Server Manager is designed to bring everything you need to remotely manage a server into a single interface and allow you to manage multiple systems - or pools of systems - at the same time.

				And everything ServMan 2012 does, it does through PowerShell behind the scenes.

				PowerShell 3.0
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				Although WS2012 still has NT’s familiar CMD.EXE DOS-style command line interface, its successor PowerShell has received a very substantial revamp. PowerShell 3 has some 2,400 “commandlets”, up from about 200 in Windows Server 2008’s PowerShell 2. 

				Version 2 of PowerShell couldn’t manage many features, including DHCP, DNS and so on. 

				Now, in version 3, there are over 2,400 commandlets with automatic discovery, so all you need to know is their name. Overall, there are more than 60 new modules, including ones for DNS, DHCP, AD deployment, firewalls, port teaming, PKI - and they are loaded on-demand as required.

				Every aspect of the OS can be controlled by PowerShell 3 - it is a complete UI in its own right. As PowerShell 3 is built upon and integrates with .NET and the CLR, scripts can be compiled for improved performance. 

				The raw native syntax, it must be admitted, is verbose, but now there is Intellisense autocompletion - and not just on the ends of command lines, either. For example, you could type:

					Get-Command *-net-*

				Or

					Get-Help *-net-*

				… and then just press Tab and the shell will suggest possibilities. It can also suggest command switches even if you have not started typing yet. There are only a few things it can’t autocomplete - such as machine names.

				Most commands have shorter aliases to help those familiar with DOS- or Unix-style commands to adapt. For instance, it might not be immediately apparent what the PowerShell 3 command “Get-Childitem” does - but if I tell you that it can be abbreviated to “gci”, or more to the point “dir” or “ls”… Well, if you don’t immediately know what they do, then you’re probably not ready to install a server just yet.

				Both in interactive mode and while running scripts, it is rather more robust than before - for instance, it can tolerate temporary connectivity interruptions, say due to Wi-Fi problems. Script execution is more powerful, too - scripts can fork sessions, send the new sessions commands, then close them, and can also continue through multiple system restarts.

				Everything PowerShell 3 does can be done remotely - and of course it runs on Server Core, so you can build your scripts using the graphical tools and then deploy them onto machines which don’t have those graphical tools installed. And while you’re learning your way around, there’s a new “-what-if” switch which previews actions without making any changes.

				It is quick - for example, Microsoft uses it to run Hotmail.com’s 16-to-18-thousand servers, of which 8 to 16 will die every night. A two-line script to list the names of all those servers runs in just six to eight seconds.

				If you fall in love with PowerShell 3, you can also download it and install it on Windows 7 and Windows Server 2008R2.

				More information: http://technet.microsoft.com/en-us/library/hh857339.aspx 

				PowerShell/graphical admin tool integration
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				If you’ve used Exchange Server 2007, you might have encountered one of its new features that has been carried through to WS2012. Like the Exchange 2007 graphical admin tool, all the server-admin tools in WS2012 now emit command-line instructions in the background. So even if you’re using the GUI tools, in fact, everything you do is actually being performed by PowerShell 3 behind the scenes.

				Combined with another new feature, PowerShell 3’s command history, this has a powerful practical upshot: both GUI and typed commands are stored in the history. This means that even if you performed the actions in the GUI, you can call them back up and inspect the resulting code - and if you want, edit it and keep it for future use. It is an easy way of building scripts, letting you automate actions that you perform in the GUI and then redo them later. For instance, remotely applying them to new virtual servers, even if those servers are running in Server Core mode and don’t have a GUI.

				Speaking of editing, there’s a new PowerShell editor, the Integrated Scripting Environment (ISE). As well as code hinting and completion, there’s a pop-up syntax helper, a command list and more. The editor even has an immediate-mode window where you can type commands - and naturally that has autocomplete, too.

				There is even a special installation mode of Server Core to permit the PowerShell 3 editor to run. PowerShell 3’s help files are editable, too, so as you explore and learn your way around the system, you can leave notes for colleagues - or for your future self.

				Between the history, auto-completion and the ISE, PowerShell 3 is a lot easier to explore and learn than it used to be. There are other additions, too, including an integrated scheduler. The previous version’s task scheduler was based on Task Manager; now, there are richer facilities including triggers and timed execution.

				More information: http://technet.microsoft.com/en-us/magazine/hh641408.aspx 

				The Interface Formerly Known As Metro (TIFKAM)
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				Much like its desktop sibling, WS2012 ships with a new, multi-touch enabled user interface. While this UI sparked a great deal of controversy amongst desktop users, don’t expect to see a similar backlash amongst server administrators.

TIFKAM is much less pervasive on WS2012 when compared to Windows 8. With the exception of bringing up Internet Explorer the very first time, sysadmins will probably never see it. The first time IE is launched, it will get pinned to the taskbar; the same holds true of the Control Panel. After this, there isn’t a need to go back into the new interface; nearly everything you need - such as access to PowerShell, RDP or various other management tools - is available from within Server Manager.

				Using a server instance as a virtual management console is popular, even if it is against guidance. In the case of companies with a Datacenter license, there’s really no good reason not to spin up an Administrative server instance or two just for this purpose. In these cases, there may well be additional applications installed that a sysadmin needs access to - PuTTY, WinSCP, Filezilla, the vSphere client and so forth. 

				Sysadmins have three choices in this scenario: arrange tiles on TIFKAM so as to have the applications you require on the front screen when it is launched, pin them all to the taskbar, or install a third-party start-menu replacement such as Classic Shell. None of these are be beyond the capabilities of anyone using Server 2012, so TIFKAM should be prove to be a non-issue.

				Other

				Dynamic Access Control (DAC)

				DAC is a new type of system for improving the overall security of your network. It is an admission that end users do what’s easiest, not what is “proper”. Data security is a difficult task to get a handle on for the simple reason that users seeking that easier path typically work around security procedures instead of with them.

				The problem is that shared files can “leak” customer data. People put a file in a shared drive, up on Sharepoint or on an FTP server for colleagues to access, then forget to remove it afterwards and it sits there - until someone sees it who shouldn’t. 

				With DAC, the server indexes files and looks at the type of the content. For instance, with an Excel spreadsheet, if it contains data that looks like credit-card numbers, the file will be automatically encrypted.

				DAC works alongside existing Access Control Lists (ACLs), the fixed permissions that an admin can apply to files and shares. With DAC, you can supplement these with a set of Boolean expressions in an Active Directory policy that consider who is trying to access the file, what device they’re using and what data is being accessed. The key word here being “and” - DAC lets you set multiple conditions and will trigger when they’re all met, which has the potential to radically transform security policies.

				More information: http://blogs.technet.com/b/windowsserver/archive/2012/05/22/introduction-to-windows-server-2012-dynamic-access-control.aspx 

				Clustering

				Clustering support has been improved: you can now have up to 64 nodes - up from 16 in WS2008R2 - and 8,000 VMs in a single cluster.

				Cluster Shared Volumes (CSV) support has also been expanded. Rather than simply being viewed as a technology for use with Hyper-V, CSVs now support traditional file roles as well. The addition of MPIO and Fibre Channel support to the technology mix makes CSVs faster and more reliable.

				The cluster wizard and the clustering interface in general have been upgraded to make deploying and maintaining clusters even easier than before. Cluster roles beyond Hyper-V and file services work very much as they did in previous versions of Windows, while improvements in the timing mechanisms underpinning Windows make clusters of virtualised server instances more reliable.

				Cluster-Aware Updates (CAU) are another important feature. CAU does exactly what you’d think it would: automating away the application of updates and the rebooting of cluster servers in a sane and useful fashion. While not a replacement for Windows Server Update Services (WSUS), CAU removes a significant headache for administrators.

				This is exceptionally important for administrators using Hyper-V as their hypervisor. One of the overwhelming strengths of VMware as a hypervisor provider has traditionally been the excellent patch management of that platform. Cluster-aware updates are a significant step towards feature parity.

				More information: http://technet.microsoft.com/en-us/library/hh831414.aspx 

				IIS8
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				IIS8 is an evolutionary improvement over its predecessor, but the evolution includes improvements that sysadmins have been seeking for the better part of a decade. On the playing nice-with-others front, IIS8 includes CPU throttling and script pre-compilation. CPU cycles may be cheap, but Microsoft is determined to ensure we burn as few as possible.

				IIS8 finally delivers an FTP server that doesn’t suck; dynamic IP address restriction and functional logon attempt restriction are the headline features bringing Microsoft’s FTP offering into the 21st century. 

				IIS8 brings support for multiple SSL certificates on the same address via support for Server Name Indication (SNI). Be warned: IE on Windows XP does not support SNI. IIS8 will display a configurable warning to unsupported configurations, so you can inform XP users that they need to upgrade their OS or use an alternate browser to access your sites.

				For large deployments, IIS8 includes a critical “upgrade-now”-worthy feature: Centralised SSL Certificate (CSC) management. Imagine a farm of 10,000 servers hosting 4,000 websites - that’s a LOT of certificates to copy. The CSC Manager tells all the servers to look to a single server for their certificates. Even for those of us with a handful of IIS servers to mind, CSC is a massive win.

				More information: http://weblogs.asp.net/owscott/archive/2012/03/01/what-s-new-in-iis-8.aspx 

				AD Recycle Bin

				Functionality from WS2008 that nobody used has just got a lot more usable - the Active Directory Recycle Bin. It was added in the last release, but now, there’s a GUI and a user interface for enabling or disabling it. So now, you can turn it on - it is off by default - and undo the deletion of users, groups, GPOs, or whatever.

				More information: http://technet.microsoft.com/library/hh831702.aspx#ad_recycle_bin_mgmt 

				Direct Access
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				The IPsec-based VPN-like Direct Access (DA) feature introduced in WS2008 R2 receives quite the upgrade in WS2012. IPv6 hasn’t taken off quite the way we had all expected back then; IPv4 is still very much with us and still very much the dominant protocol. With the lack of reliable IPv6 availability from local ISPs - not to mention hotels’ public access points, cyber cafés and so forth - Direct Access remained an interesting but ultimately rarely-used feature. 

				Server 2012 brings IPv4 compatibility with Direct Access, as well as the ability to run the role in a virtualised environment. Systems administrators can now put a DA server in a VM on the edge of their network and have endpoints connect to this excellent virtual private network (VPN) replacement using more widely-available technologies.

				DA and Routing and Remote Access (RRAS) can coexist on the same server, and PKI is no longer required; you can use PKI if you want, but HTTPS is now the default. To make life easier, Microsoft has included the Direct Access Connectivity Assistant 2.0; this will analyse your configuration and offer remediation advice to resolve common configuration issues.

				Direct Access is now supported with offline domain join - this is a potential game-changer for administrators supporting systems in the field with domain connectivity requirements. WS2012 also has a new, improved DA GPO wizard to help you configure and secure your servers.

				For an example of how the new DA GPOs can simplify server security, consider Microsoft’s own internal deployments. The company has about 100,000 servers that are not managed by MS IT. That’s around one for every staff member. Now, with DA Policies, IT can push out a policy restricting who can access them, even on a wildcard basis. Let’s say you have servers in the “Canadian Finance” OU. Now you can restrict them to allow only clients with “country = canada, department = finance” flags set in AD.

				Originally designed as a solution for access and security in an IPv6 world where every system has an external IP address, DA has uses in securing and making available traditional IPv4 networks as well.

				More information: http://technet.microsoft.com/en-us/library/dd857320.aspx 

				The wider ecosystem

				Solution products

				Unified Communications

				Microsoft continues to expand its unified communications play. Microsoft Lync Server - the new name for Office Communications Server - has been steadily increasing in unified communications features, enhanced by integration with complementary features in Microsoft Exchange Server and the recent Skype purchase. 

Exchange sees a bump with this release cycle as well. Most of the changes are under the hood; a better managed store, a more useful management interface, lots of powershell and a temporary stay of execution for Public Folders. The headline item is build-in anti-malware - a nice thing to see given the discontinuation of Forefront Protection for Exchange.

				When you put the Microsoft stack of server products together, you can build a very robust unified communications infrastructure dealing with mail, instant messaging, voice, video, screen sharing, remote collaboration tools and more.

				The advantage that WS2012 brings to the mix is the stability and reliability of the new Hyper-V, clustering and storage features. Combine this with the automation and monitoring of System Center and Microsoft can offer a truly enterprise-class communication suite.

				More information: http://lync.microsoft.com/en-us/Pages/Lync-2013-Preview.aspx 

				Business Intelligence

				Business intelligence is an important area of focus for Microsoft. SQL Server 2012 continues to steadily improve while Microsoft Office 2013 will bring new business intelligence and analytics to the table. System Center is able to treat Software-as-a-Service applications consisting of WS2012, an IIS web app (or specially deployed local application) and SQL Server as a single service. 

				SQL Server 2012 gets a nice feature bump; it has been optimised for deployment in a virtual environment.  It now performs at near native speeds while in a guest operating system and has been configured to deploy and operate on WS2012 core.  As with all modern Microsoft server software, it can be configured and controlled via PowerShell, meaning that a complete SaaS backage is deployable and maintainable in a scriptable, automatable fashion without ever having to use a GUI.

				Instances of analytics applications can be spun up or down as demand requires. Revamped user portals make it easier for departments to gain access to the resources that they require while enabling better chargeback accounting.

				More information - 

				SQL Server 2012: http://social.technet.microsoft.com/wiki/contents/articles/3783.what-s-new-in-sql-server-2012-en-us.aspx 

				Office 2013: http://technet.microsoft.com/en-us/library/dd188670.aspx 

				Collaboration

				Microsoft’s collaboration offerings are centered around SharePoint. SharePoint 2013 is Microsoft’s content management system, serving roles ranging from shared web-accessible storage to group calendaring to acting as the server backend for Microsoft Project. SharePoint is also the focus for Microsoft’s document management offerings. This is of course all heavily interrelated to the Microsoft Office web-apps. Naturally, all of this relies upon IIS8, which in turn is a part of WS2012. 

				More information: http://sharepoint.microsoft.com/en-us/preview/sharepoint.aspx 

				Management and Automation

				System Center 2012 is a huge upgrade from its predecessor. System Center is the management, monitoring and automation linchpin holding all of Microsoft’s offerings together. WS2012 is the foundation upon which the other Microsoft server products are built, but the true power and capability of Microsoft’s product stack cannot be unlocked without System Center.

				System Center Configuration Manager simplifies and automates the management of server and client operating systems from Microsoft as well as alternative vendors. Data Protection Manager serves as Microsoft’s enterprise backup product, while System Center Operations Manager is the monitoring suite. System Center Service Manager is a helpdesk/ticketing system while System Center Endpoint Protection is the anti-malware offering.

				For WS2012 administrators, System Center Virtual Machine Manager (SCVMM) is obviously the most critical consideration. SCVMM is the tool that allows systems administrators to take their WS2012 systems and turn them into a private cloud. The major advancements in SCVMM 2012 can use the previous version of Hyper-V, but the real power of Microsoft’s cloud offering is not revealed until you combine SCVMM with WS2012. 

				Like WS2012 itself, all modern Microsoft server applications are built from PowerShell on up.  The management interfaces available in the GUI are merely triggers for PowerShell commands.  This means that the entire modern Microsoft stack – applications, operating system, hypervisor and the Azure cloud – are all completely scriptable.  

				Mre information: http://www.microsoft.com/en-us/server-cloud/system-center/default.aspx

				Bringing it all together

				If you go back and work with a WS2003 system, everything about the management tools of the era were focused on managing individual systems. Clustering was a pain and frankly so was remote management. Server 2008 made some efforts but it wasn’t until Server 2008 R2’s firewall upgrades came along that remote management and cluster management became simple.

				WS2012 and System Center 2012 go a step beyond. Microsoft doesn’t want you to look at the management of individual systems. All of the management and automation tools available from the built-in Server Manager through to SCVMM are about clusters and pools of systems. Even the licensing changes acknowledge that we have moved on from the era of one operating system on one physical server to be managed in isolation from all other systems in the data center.

				Compatibility
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				With other versions of Server

				In true Microsoft tradition, WS2012 remains backwards compatible with previous versions of Windows Server. Advances in remote management frameworks limit the interoperability somewhat, but WS2012 provides the same level of remote manageability over previous operating systems as their native remote management tools offered.

				One significant change is that the various management tools in WS2012 are not fundamentally distinguishable from RSAT. In WS2012, Server Manager is the single point of management. It is the launching point for all of the various management tools required to manage a Windows environment.

				This is an important consideration because it does not require the systems administrator to manually add remote systems to each individual tool. We add a remote Windows server into Server Manager which will then provide us the option to launch the various management tools already connected to the target system.

				The various management tools called by Server Manager retain the ability to speak to previous versions of Windows. You will be able to talk to older version of WS2012 through the DHCP or DNS management panels and so forth.

				Windows Remote Management (WinRM) is required to make the best use of remote manageability features, and the WinRM 3.0 download is available for Vista, Server 2008, Windows 7 and Server 2008 R2. WinRM 2.0 is available for WS2003 and Windows XP. If WinRM is not installed on older operating systems, Server 2012’s RSAT will use DCOM.	

				Other important protocols are also backwards-compatible or have previous versions of the client installed. For example, WS2012 is completely backwards-compatible with previous versions of the SMB protocol as would be found on older Windows file servers. WS2012 is also backwards compatible with NFS and older iSCSI targets.

				Server 2012 requires that the Active Directory be at the Server 2003 functional level. You must run “ADPREP /forestprep” and “/domainprep” before adding a WS2012 domain controller to your network. While higher functional levels certainly do bring new functionality to your active directory setup, WS2012 will work just fine in a domain with WS2003 domain controllers.

				With client versions of Windows

				WS2012 is as compatible with previous versions of Windows client operating systems as it is with previous versions of Server. The farther along the technology tree you go, the more reason there is to upgrade to WS2012. 

				Vista and Windows 7 brought SMB 2.x, a significant improvement in speed and reliability over the previous Microsoft file-sharing protocol. Windows 8 and WS2012 bring SMB3, whose speed and other enhancements make it arguably the best file-sharing protocol available today.

Other features - such as Previous Versions - have been added or evolved over time as well. 

				Although Microsoft does its level best to preserve compatibility with the older versions of Windows, it should go without saying that you’ll get the most out of your new WS2012 infrastructure by using Windows 8 and that Windows 7 will provide you a far more joined-up experience than XP.

				With other clients

				Windows service compatibility with third-party clients continues to improve. Microsoft’s storage team has built an absolutely cracking NFS 4.1 server. The server is a massive advance over the NFS servers available in previous versions of Windows. In addition to this, Microsoft farmed out the development of the NFS 4.1 client to the University of Michigan. The resulting combination makes WS2012 a robust and reliable NFS server in its own right.

				WS2012 maintains and expands its support for NIS integration. Linux and UNIX-based clients should have no trouble integrating into a Microsoft ecosystem. This philosophy of compatibility can be seen in other ways, such as expanded support for Linux virtual guests, and massively-expanded support for non-Microsoft operating systems with the SP1 update to the System Center 2012 family.

				Upgrading

				From 2003

				You cannot directly upgrade from WS2003. WS2012 does, however, come with a Migration Tools role. This installs documentation and tools to assist in the migration from previous versions of Windows Server dating back to WS2003.

				From 2008 or 2008 R2

				WS2012 supports upgrading directly from either Server 2008 or Server 2008 R2. Simply insert the DVD, launch the setup program, answer the appropriate questions and select “upgrade”. However, you cannot upgrade servers running Hyper-V directly to WS2012, nor upgrade clustered systems directly to WS2012. Changes in the organization and feature set for file services make it inadvisable to directly upgrade systems running those roles directly, as WS2012 reorganizes how it deals with all file services.

				Upgrade is fairly straightforward. Existing domain controller can be upgraded without problem. Standard rules such as DHCP, printing, DNS and so forth translate easily. The only place where you can expect a few bumps are those areas where WS2012 has seen a significant overhaul compared to the previous version: Hyper-V, file services, remote administration and clustering.

				One niggle that systems administrators upgrading from previous versions of Windows Server will encounter is related to the new mapping and organization of roles and features. If, for example, you have the Distributed File Systems Replication service (DFSR) installed on a previous version of Windows Server, including the management tools, you will find that the management tools are no longer installed after the upgrade to WS2012. To find the management tools for DFSR - or pretty much anything else - look under Features/Remote Server Administration Tools.

				Licensing

				Server 2012

				There are only two full-feature editions of Windows Server now - Standard and Datacenter. Standard allows you to run two virtual instances and one physical instance on up to two CPU sockets. Datacenter allows you to run unlimited virtual instances in addition to the physical instance, again on two sockets.

				If you have more than two sockets in a server, you must buy additional licences. You cannot divide server licences to use a single licence across two single-socket servers, but you can “stack” licences on a single machine. If you are using Standard and want to run more virtual instances, you can add more Standard licences on the same machine to bypass these limitations. The break-even point on Datacenter is five-and-a-half virtual instances, which means if you are going to run more than four virtual instances of Windows Server, get Datacenter.

				It is important that you license your servers not according to how many virtual instances they will have on average, but according to the maximum possible instances they might be required to carry. 

				For instance, if you are creating a cluster of two single-licenced Windows Server Standard systems, then you should only run one VM per node. If you are forced to evacuate one node onto the other and moved two VMs off of the first server onto the second - which itself was already hosting two VMs - your second Windows Server Standard system would now be hosting four virtual instances and be out of compliance.

WS2012 still requires user and/or device CALs. Remote Desktop Services (RDS) and Active Directory Rights Management Services (RMS) also require their own CALs. VDI licensing and System Center licensing are separate affairs entirely.

				System Center

				While System Center’s licensing has been greatly simplified compared to its previous incarnation, actually figuring out what licenses you need still requires both a spreadsheet and a cheat-sheet. Two core concepts are Operating System Environments (OSEs) and Machine Licenses (MLs). OSEs are exactly what they sound like, an instance of an operating system, virtual or otherwise. MLs can be client, or server. Client MLs can be thought of as “per device CALs,” though Microsoft doesn’t use that terminology.

				Server MLs are “per processor socket licenses”, except that Microsoft now licenses in packs of two. This makes sense; the overwhelming majority of servers deployed are 2P systems. You can combine server MLs on a single system; two server MLs gives licenses for four processors allowing you to properly license a 4P system when a specific 4P ML doesn’t exist. You cannot split a server ML; no licensing two 1P systems with a single server ML.

				Datacenter allows you to run unlimited OSEs, provided you have enough MLs to cover your socket count. Standard allows you 2 OSEs; the break-even point for getting Datacenter instead of Standard is at 7 VMs on a given host. Compare and contrast with Windows Server above. The same basic principle applies: Standard equals 2 two virtual instances. The break-even point, however, is different. 

				System Center 2012 has three different client ML packs: Endpoint Protection (SCEP), Configuration Manager (SCCM and SCVMM) and the Client Management Suite Client ML (SCCM, SCOM, SCDPM, SCO). If you use the Core CAL Suite, it includes the Configuration Manager and Endpoint Protection Client MLs. The Enterprise CAL Suite Includes all three System Center 2012 Client MLs.

				VDI

				If System Center licensing required a spreadsheet and a cheat-sheet, to truly understanding VDI you’re going to need a young priest, an old priest and possibly a bottle or six of scotch. To start with, VDI has a few different flavours. 

				The first is Remote Desktop Services (RDS) - otherwise known as Terminal Server - in which multiple users log into a single Windows Server instance. With the new Fair Share feature and a lot of the enhancements to RemoteFX in RDS, this is a method worth considering if only for the simplicity of it all. You licence the appropriate number of Windows Server virtual instances to host the number of users you require, you buy a Windows Server CAL and an RDS CAL for each user and you’re done.

The extension to this is that you can give each user their own virtual machine by simply buying a Windows Server Datacenter license and spinning up one Server VM per user. This method was popularly considered a neat way to sidestep the byzantine complexity that Microsoft’s Vista/Windows-7-era VDI licensing was, as WS2012 allows two administrators to connect to the operating system without needing RDS installed. 

				Microsoft has explicitly forbidden this approach; if you are using instances of WS2012 as individual VMs for your users, you must get an RDS CAL for each user. Unlike the traditional RDS approach, however, your users can have their own VMs.

				Microsoft’s official stance is that VDI is best done by using a Windows Client operating system. This is where things get dark. The intuitive licensing approach - buying a copy of Windows XP, 7, or 8, installing it in a VM and letting your users have at it - is explicitly outside of compliance. As soon as you put Windows Client inside a virtual machine - or remotely access a physical machine through RDP - you must licence the client device as well.

				There are some basics to VDI licensing for Windows Client operating systems to know. Microsoft offers a licence called Virtual Device Access (VDA) which costs $100 per year. It is available only through volume licensing; signing a volume licensing agreement means agreeing to have Microsoft audit you each year, so make sure you have your ducks in a row. VDA licenses apply to client devices. Windows endpoints covered under Software Assurance (SA) have VDA rights and so do not need to pay this fee.

				A single Windows VDA license allows that endpoint to be RDPed into a maximum of four Windows Client instances simultaneously. You must hold as many VDA licenses as you have thin clients and non-SA-covered endpoints accessing the VDI environment.

				Extended Roaming Rights are another critical concept. Any device covered under VDA or SA allows the user to access a Windows Client from up to four x86 devices, so long as those devices are outside the corporate firewall. This is designed to allow users to access their work PC from home, or a personal laptop.

				If that personal device - the canonical example is the personal Macbook - is brought into the office, then it is considered part of the work environment and must be covered by VDA or SA. 

				To summarise: if you have a PC at work covered by SA or VDA then you can access up to 4 VDI instances of a Windows Client operating system. You can use up to four computers not owned by the company outside of the corporate premises to access those same VDI instances. If you stop using your Macbook at the Starbucks across from the office, walk into the office with it and use it to RDP into a work VM, then that Macbook must be covered by VDA or SA.

				ARM devices are licenced differently. If your company covers its PCs with Software Assurance and buys you a Windows RT tablet, then you can access a Windows Client instance from that Windows RT device. 

				Corporate-owned iOS, Android, Blackberry or other ARM devices must purchase a Windows Companion Subscription Licence. CSLs are per-user and cover up to four companion devices. Personally-owned ARM devices - including Windows RT devices - must be licenced under a CSL to access a Windows Client operating system.

				None of the above brings Intune or Office 365 into the discussion, considers diskless PCs, or attempts to explain licensing Office in a virtual environment. It is not intended to offer exacting guidance: VDI licensing can change at any moment, and making sure you get the best possible set of licenses for your deployment can involve factors beyond those discussed above. It is always best to discuss your VDI plans with your VAR or Microsoft rep. 

				If possible, try to get a stamp of approval from MS on your deployment before you deploy. Remember that the burden of auditing is on the business - not Microsoft - and you may be asked to verify your compliance every year. It is strongly recommended that anyone considering VDI invest heavily in automated compliance tools. You’ll need them.

				Sysadmin’s concluding notes

				Grokking Server 2012

				The two biggest items that systems administrators have to cope with are the changes in Server Manager and the new organizational structure for roles and features. Whereas in Windows Server 2008 the Server Manager was essentially an extension of the Windows Server 2003-era Server Manager, these roles have been separated within WS2012.

				Traditional local systems administration tasks such as access to the task scheduler, event viewer, local users, storage, device manager and services are found in WS2012’s Computer Management console. Managing roles and features is done through the Server Manager and is no longer viewed as a local systems configuration task.  

				Instead it is seen as one that affects pools of computers. A good rule of thumb is that if you need to make a change that would only affect the local system, open up that system’s Computer Manager. If you need to make a change that would typically be made to a remote system or pool of computers, look for it in Server Manager.

				Three Screens and the Cloud: Windows Azure

				Microsoft’s vision for the future is “three screens and the cloud”. Loosely translated, this means an x86 endpoint as the Primary System, an ARM endpoint as a Companion Device, an Xbox as the media and entertainment hub and a yearly subscription to Microsoft’s Azure-provisioned cloud services. Understanding this is crucial to understanding the role Microsoft has envisioned for Windows Server.

				The elimination of the Small Business Server family, to be only partially replaced by Server 2012 Essentials, is another indication of “three screens and the cloud” affecting Server. Microsoft believes that Azure-delivered applications - including Office 365 - are ready for deployment in the enterprise. Microsoft no longer sees a need for Small Business Server; a subscription to Office 365 will get you access to Exchange, Sharepoint and more. 

				Everything about Server 2012 is “as a Service”. The quantum leap in virtualisation and storage technologies, the steady uptake of PowerShell, backing away from the GUI as a management interface, managing systems as pools, increased clustering capabilities ... Microsoft’s catch phrase “the first operating system built from the cloud up” isn’t just marketing tripe. Microsoft is providing us the tools to build our own clouds and encouraging us to offload the simple stuff onto their cloud.

				The heavy lifting will be done in the cloud; yours or Microsoft’s. Which device you use to access your information depends only upon the device you have at hand. WS2012 is more than capable of delivering on such a vision, no matter what scale your deployment happens to be.

				Appendix: Acronyms

				
					
						
								
								APIs

							
								
								application programming interfaces

							
						

						
								
								CALs

							
								
								client-access licences

							
						

						
								
								CSC

							
								
								Centralised SSL Certificate

							
						

						
								
								CSL

							
								
								Companion Subscription License

							
						

						
								
								DA

							
								
								Direct Access

							
						

						
								
								DAC

							
								
								Dynamic Access COntrol

							
						

						
								
								DFSR

							
								
								Distributed File Systems Replication service

							
						

						
								
								FC

							
								
								Fibre Channel

							
						

						
								
								GUI

							
								
								graphical user interface

							
						

						
								
								HBAs

							
								
								Host Bus Adapters

							
						

						
								
								HPC

							
								
								high performance computing

							
						

						
								
								ISE

							
								
								Integrated Scripting Environment

							
						

						
								
								LDAP

							
								
								Lightweight Directory Access Protocol

							
						

						
								
								MLs

							
								
								Machine Licenses

							
						

						
								
								MPIO

							
								
								multipath I/O

							
						

						
								
								NAS

							
								
								Network-Attached Storage

							
						

						
								
								NAT

							
								
								Network Address Translation

							
						

						
								
								ODX

							
								
								Offloaded Data Transfer

							
						

						
								
								OEMs

							
								
								original equipment manufacturers

							
						

						
								
								OSEs 

							
								
								Operating System Environments

							
						

						
								
								PS3

							
								
								PowerShell3

							
						

						
								
								RDMA

							
								
								Remote DMA

							
						

						
								
								RDS

							
								
								Remote Desktop Services

							
						

						
								
								RDS

							
								
								Remote Desktop Services

							
						

						
								
								ReFS

							
								
								Resilient File System

							
						

						
								
								RHEL

							
								
								Red Hat Enterprise Linux

							
						

						
								
								RMS

							
								
								Rights Management Services

							
						

						
								
								RRAS

							
								
								Routing and Remote Access

							
						

						
								
								RSAT

							
								
								Remote Server Administration Tools

							
						

						
								
								SA

							
								
								Software Assurance

							
						

						
								
								SAN

							
								
								Storage Area Network

							
						

						
								
								SBS

							
								
								Small Business Server

							
						

						
								
								SCCM

							
								
								System Center Configuration Manager

							
						

						
								
								SCDPM

							
								
								System Center Data Protection Manager

							
						

						
								
								SCEP

							
								
								Endpoint Protection

							
						

						
								
								SCO

							
								
								System Center Orchestrator

							
						

						
								
								SCOM

							
								
								System Center Operations Manager

							
						

						
								
								SCVMM

							
								
								System Center Virtual Machine Manager

							
						

						
								
								SLAT

							
								
								Second-Level Address Tables

							
						

						
								
								SNI

							
								
								Server Name Indication

							
						

						
								
								TIFKAM

							
								
								The interface formerly known as Metro

							
						

						
								
								VDA

							
								
								Virtual Device Access

							
						

						
								
								VLAN

							
								
								virtual local area network

							
						

						
								
								VM

							
								
								virtual machine

							
						

						
								
								VPN

							
								
								virtual private network

							
						

						
								
								WAN

							
								
								Wide Area Network

							
						

						
								
								WS2008

							
								
								Windows Server 2008

							
						

						
								
								WS2012

							
								
								Windows Server 2012

							
						

						
								
								WSUS

							
								
								Windows Server Update Services

							
						

					
				

				About The Register

				The Register started life as a daily news operation on the web in May 1998. On the first day, 300 readers visited; in November 2012, 7.3 million unique readers visited the site, according to an independent audit by ABCe. The Register’s blend of breaking news, strong personalities, and its accessible online execution, has made it one of the most popular authorities on the IT industry. With an international team of journalists and columnists, The Register reports on the IT industry from the inside out – covering everything from enterprise software to chip developments.

				More ebooks from The Register

				http://forms.theregister.co.uk/misc/ebooks
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