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1. Management Summary

Tests of servers using Intel and AMD quad core processors showed that the Intel based servers delivered slightly better maximum throughput and the Opteron based servers were substantially more power efficient. More specifically:

1. When the sizes of the database working sets were small enough to fit in the servers’ kernel disk buffer cache, so that there was virtually no physical disk I/O, the Xeon based servers delivered up to 14 percent higher throughput than the Opteron based servers.

2. When the sizes of the database working sets were too large to fit in the kernel disk buffer cache, which forced substantial physical disk I/O, the Xeon based servers delivered up to 3 percent higher throughput than the Opteron based servers 

3. When the servers were subjected to various identical levels of transaction arrival rates the Opteron based servers consumed up to 32 percent less power than the Xeon based servers.

4. When the systems were idle and waiting for transactions to process the Opteron based servers consumed up to 41 percent less power than the Xeon based servers.

The power consumption at idle is particularly significant since studies have shown that many servers are powered on, but idle, 80 percent of the time. (1) (2)

Finally there was a comparison of a 2.0 GHz Xeon to a 2.33 GHz Xeon which showed that although the 2.33 GHz chip had a 16 percent faster clock speed, the range of throughput increase was 6 to 10 percent in the cached domain and 0.1 to 2.2 percent when physical disk I/O was taking place.

There is a consensus in the industry that a substantial amount of a Xeon server’s power usage can be traced to Intel’s use of fully buffered memory modules (FB-DIMMs).  The expectation is that for systems with a larger number of DIMMs AMD based servers will have a significant power consumption advantage.  For systems with a smaller number of DIMMs the power consumption advantage might shift to Intel.  All of the tests in this paper were run with 1 gigabyte memory modules.  Future tests may be performed with 2 or 4 gigabyte modules.

These tests were run with a complex workload that included physical disk I/O, substantial network traffic, applications with a large memory footprint and a significant level of context switches.

As a computer consultant with over 35 years experience, Neal Nelson offers his customers a money-back guarantee for a high level of correlation between predictions based on this test methodology and the customers’ real world experiences.

2. Test Objective

The objective for this test was to compare the throughput and power efficiency of servers that use AMD Opteron quad core processors to servers that use the Intel Xeon quad core processors.

3. Comparing These Test Results to Results from SPECPower.
Some of the test results in this paper differ with test results recently published by the SPEC committee.  These differences are easy to understand if one looks at the differences between the Neal Nelson Power Efficiency Test and the SPECPower test.  The following table lists some areas where there are differences between the two tests.

	Characteristic
	Neal Nelson Power Efficiency Test
	SPECPower Benchmark

	Application Software
	Apache2, “C” Programs
	Proprietary Java Application(3)

	Application Memory Footprint
	Large, Complex
	Small, Simple

	Test Database Size
	Larger (approx. 140 GB)
	Smaller(5)

	Location of Data Tables
	Disk
	Memory(5)

	Disk Input/Output During Test
	Yes
	No(5)

	Database Management
	MySQL, Oracle, Sybase, etc.
	Undocumented

	Access to Data Tables
	Structured Query Language
	Undocumented

	Record Locking
	Yes (50% of all transactions)
	No(5)

	No. Trans. Per Screen/Batch
	1
	1,000(4)

	Max. Simultaneous “Users”
	500
	Typically 1,2,4

	No. of “Client” Computers
	32
	1

	Network Traffic During Test
	Complex
	Simple

	Operating System
	Always Suse Linux Ent. Server
	Varies

	Operating System Tunables
	Always Identical
	Varies


Figure 1:  Differences, Neal Nelson Power Efficiency Test and the SPECPower Benchmark

With all of these differences in configuration and workload there should be no surprise that the benchmarks yield different results.

A review of these differences shows clearly that users with a single client machine accessing a small Java application processing groups of 1,000 transactions per batch to data tables that are kept in memory tables with no physical disk I/O should favor the SPECPower Benchmark.  Users that have many client computers with many active users accessing applications like Apache2 and DBMS packages like MySQL, Oracle or Sybase with larger data tables that are stored on disk drives should favor the Neal Nelson test.

4. One Socket 2.0 GHz Quad Xeon vs. 2.0 GHz Quad Opteron

The first set of test data compares the throughput and power efficiency of a single socket 2.0 GHz Xeon to a 2.0 GHz Opteron.  Note that at the lower user counts the database working set resides in the kernel disk buffer cache so there is almost no physical disk I/O.  As the user count increases the database working set overflows the kernel cache and the test becomes limited by the speed of the disk sub-system.

	2 GHz Xeon vs. 2 Ghz Opteron, 4 GB, 1 GB DIMMs

	 Data Collected During 30 Min. Trans. Processing Tests

	Active Users
	Transactions Per Min.
	Percent Higher
	Better Option

	
	Xeon
	Opteron
	
	

	100
	13,996
	13,858
	1.0
	Xeon

	150
	14,839
	14,536
	2.1
	Xeon

	200
	7,641
	7,300
	4.7
	Xeon

	250
	4,879
	4,971
	1.9
	Opteron

	300
	5,050
	5,019
	0.6
	Xeon

	350
	5,339
	5,241
	1.9
	Xeon

	400
	5,324
	5,263
	1.2
	Xeon

	450
	5,392
	5,331
	1.1
	Xeon

	500
	5,241
	5,233
	0.2
	Xeon


Figure 2:  Throughput, One Socket, 2.0 GHz Xeon vs. 2.0 GHz Opteron, 4 –1 GB DIMMs

	2 GHz Xeon vs. 2 Ghz Opteron, 8 GB, 1 GB DIMMs

	 Data Collected During 30 Min. Trans. Processing Tests

	Active Users
	Transactions Per Min.
	Percent Higher
	Better Option

	
	Xeon
	Opteron
	
	

	100
	14,015
	13,787
	1.7
	Xeon

	150
	14,800
	14,440
	2.5
	Xeon

	200
	11,976
	11,458
	4.5
	Xeon

	250
	6,415
	6,346
	1.1
	Xeon

	300
	6,313
	6,276
	0.6
	Xeon

	350
	5,921
	5,882
	0.7
	Xeon

	400
	5,461
	5,462
	0.0
	Opteron

	450
	5,443
	5,375
	1.3
	Xeon

	500
	5,478
	5,421
	1.1
	Xeon


Figure 3:  Throughput, One Socket, 2.0 GHz Xeon vs. 2.0 GHz Opteron, 8 –1 GB DIMMs

The next two tables show power efficiency comparisons at two different memory sizes when the 2.0 GHz Xeon and 2.0 GHz Opteron are subjected to identical transaction arrival rates.

	1 Socket, 2.0 GHz Xeon vs. 2.0 GHz Opteron, 4 GB of Memory, 1 GB DIMMs

	 Data Collected During 30 Minute Transaction Processing Tests

	Active Users
	Transactions Per Min.
	Power Consumption in Watts
	Percent Lower
	Better Option

	
	Xeon
	Opteron
	Xeon
	Opteron
	
	

	Idle
	 
	 
	172.8
	130.4
	24.5
	Opteron

	100
	2,407
	2,406
	179.4
	146.4
	18.4
	Opteron

	200
	4,814
	4,812
	186.8
	156.4
	16.3
	Opteron

	300
	7,221
	7,221
	192.6
	165.4
	14.1
	Opteron

	400
	9,625
	9,628
	198.6
	172.8
	13.0
	Opteron

	500
	12,030
	12,033
	202.6
	176.0
	13.1
	Opteron


Figure 4:  Power Efficiency, One Socket, 2.0 GHz Xeon vs. 2.0 GHz Opteron, 4 –1 GB DIMMs

	1 Socket, 2.0 GHz Xeon vs. 2.0 GHz Opteron, 8 GB of Memory, 1 GB DIMMs

	 Data Collected During 30 Minute Transaction Processing Tests

	Active Users
	Transactions Per Min.
	Power Consumption in Watts
	Percent Lower
	Better Option

	
	Xeon
	Opteron
	Xeon
	Opteron
	
	

	Idle
	 
	 
	207.6
	134.4
	35.3
	Opteron

	100
	2,406
	2,407
	220.8
	152.4
	31.0
	Opteron

	200
	4,814
	4,813
	219.6
	162.8
	25.9
	Opteron

	300
	7,221
	7,221
	225.4
	172.4
	23.5
	Opteron

	400
	9,628
	9,624
	230.4
	180.0
	21.9
	Opteron

	500
	12,031
	12,028
	234.6
	183.2
	21.9
	Opteron


Figure 5:  Power Efficiency, One Socket, 2.0 GHz Xeon vs. 2.0 GHz Opteron, 8 –1 GB DIMMs

5. One Socket 2.33 GHz Quad Xeon vs. 2.0 GHz Quad Opteron
The second set of test data compares the throughput and power efficiency of a single socket 2.33 GHz Xeon to a 2.0 GHz Opteron.  Note that at the lower user counts the database working set resides in the kernel disk buffer cache so there is almost no physical disk I/O.  As the user count increases the database working set overflows the kernel cache and the test becomes limited by the speed of the disk sub-system.

	2.33 GHz Xeon vs. 2.0 Ghz Opteron, 4 GB, 1 GB DIMMs

	 Data Collected During 30 Min. Trans. Processing Tests

	Active Users
	Transactions Per Min.
	Percent Higher
	Better Option

	
	Xeon
	Opteron
	
	

	100
	15,121
	13,858
	9.1
	Xeon

	150
	15,846
	14,536
	9.0
	Xeon

	200
	7,603
	7,300
	4.2
	Xeon

	250
	5,071
	4,971
	2.0
	Xeon

	300
	5,080
	5,019
	1.2
	Xeon

	350
	5,342
	5,241
	1.9
	Xeon

	400
	5,373
	5,263
	2.1
	Xeon

	450
	5,395
	5,331
	1.2
	Xeon

	500
	5,268
	5,233
	0.7
	Xeon


Figure 6:  Throughput, One Socket, 2.33 GHz Xeon vs. 2.0 GHz Opteron, 4 –1 GB DIMMs

	2.33 GHz Xeon vs. 2.0 Ghz Opteron, 8 GB, 1 GB DIMMs

	 Data Collected During 30 Min. Trans. Processing Tests

	Active Users
	Transactions Per Min.
	Percent Higher
	Better Option

	
	Xeon
	Opteron
	
	

	100
	14,857
	13,787
	7.8
	Xeon

	150
	15,851
	14,440
	9.8
	Xeon

	200
	13,021
	11,458
	13.6
	Xeon

	250
	6,459
	6,346
	1.8
	Xeon

	300
	6,284
	6,276
	0.1
	Xeon

	350
	5,950
	5,882
	1.2
	Xeon

	400
	5,476
	5,462
	0.3
	Xeon

	450
	5,459
	5,375
	1.6
	Xeon

	500
	5,495
	5,421
	1.4
	Xeon


Figure 7:  Throughput, One Socket, 2.33 GHz Xeon vs. 2.0 GHz Opteron, 8 –1 GB DIMMs

The next two tables show power efficiency comparisons at two different memory sizes when the 2.33 GHz Xeon and 2.0 GHz Opteron were subjected to identical transaction arrival rates.

	1 Socket, 2.33 GHz Xeon vs. 2.0 GHz Opteron, 4 GB of Memory, 1 GB DIMMs

	 Data Collected During 30 Minute Transaction Processing Tests

	Active Users
	Transactions Per Min.
	Power Consumption in Watts
	Percent Lower
	Better Option

	
	Xeon
	Opteron
	Xeon
	Opteron
	
	

	Idle
	 
	 
	172.6
	130.4
	24.4
	Opteron

	100
	2,406
	2,406
	179.4
	146.4
	18.4
	Opteron

	200
	4,812
	4,812
	186.0
	156.4
	15.9
	Opteron

	300
	7,219
	7,221
	192.0
	165.4
	13.9
	Opteron

	400
	9,627
	9,628
	197.2
	172.8
	12.4
	Opteron

	500
	12,034
	12,033
	202.2
	176.0
	13.0
	Opteron


Figure 8:  Power Efficiency, One Socket, 2.33 GHz Xeon vs. 2.0 GHz Opteron, 4 –1 GB DIMMs

	1 Socket, 2.33 GHz Xeon vs. 2.0 GHz Opteron, 8 GB of Memory, 1 GB DIMMs

	 Data Collected During 30 Minute Transaction Processing Tests

	Active Users
	Transactions Per Min.
	Power Consumption in Watts
	Percent Lower
	Better Option

	
	Xeon
	Opteron
	Xeon
	Opteron
	
	

	Idle
	 
	 
	204.6
	134.4
	34.3
	Opteron

	100
	2,406
	2,407
	212.6
	152.4
	28.3
	Opteron

	200
	4,813
	4,813
	220.8
	162.8
	26.3
	Opteron

	300
	7,220
	7,221
	224.4
	172.4
	23.2
	Opteron

	400
	9,629
	9,624
	229.8
	180.0
	21.7
	Opteron

	500
	12,031
	12,028
	233.8
	183.2
	21.6
	Opteron


Figure 9:  Power Efficiency, One Socket, 2.33 GHz Xeon vs. 2.0 GHz Opteron, 8 –1 GB DIMMs

6. Two Sockets 2.33 GHz Quad Xeons vs. 2.0 GHz Quad Opterons
The third set of test data compares the throughput and power efficiency of servers with two 2.33 GHz Xeons and two 2.0 GHz Opterons.  Note that at the lower user counts the database working set resides in the kernel disk buffer cache so there is almost no physical disk I/O.  As the user count increases the database working set overflows the kernel cache and the test becomes limited by the speed of the disk sub-system.

	2 Sockets, 2.33 GHz Xeons vs. 2.0 Ghz Opterons, 4 GB

	 Data Collected During 30 Min. Transaction Processing Tests

	Active Users
	Transactions Per Min.
	Percent Higher
	Better Option

	
	Xeon
	Opteron
	
	

	100
	19,772
	19,180
	3.1
	Xeon

	150
	22,389
	20,729
	8.0
	Xeon

	200
	7,896
	7,878
	0.2
	Xeon

	250
	5,179
	5,049
	2.6
	Xeon

	300
	5,218
	5,077
	2.8
	Xeon

	350
	5,436
	5,304
	2.5
	Xeon

	400
	5,453
	5,332
	2.3
	Xeon

	450
	5,396
	5,384
	0.2
	Xeon

	500
	5,343
	5,310
	0.6
	Xeon


Figure 10:  Throughput, Two Sockets, 2.33 GHz Xeons vs. 2.0 GHz Opterons, 4 –1 GB DIMMs

	2 Sockets, 2.33 GHz Xeons vs. 2.0 Ghz Opterons, 8 GB

	 Data Collected During 30 Min. Transaction Processing Tests

	Active Users
	Transactions Per Min.
	Percent Higher
	Better Option

	
	Xeon
	Opteron
	
	

	100
	20,030
	19,390
	3.3
	Xeon

	150
	22,618
	20,739
	9.1
	Xeon

	200
	18,302
	16,841
	8.7
	Xeon

	250
	6,642
	6,591
	0.8
	Xeon

	300
	6,552
	6,469
	1.3
	Xeon

	350
	5,939
	5,944
	0.1
	Opteron

	400
	5,521
	5,481
	0.7
	Xeon

	450
	5,497
	5,450
	0.9
	Xeon

	500
	5,493
	5,484
	0.2
	Xeon


Figure 11:  Throughput, Two Sockets, 2.33 GHz Xeons vs. 2.0 GHz Opterons, 8 –1 GB DIMMs

	2 Sockets, 2.33 GHz Xeons vs. 2.0 Ghz Opterons, 16 GB

	 Data Collected During 30 Min. Transaction Processing Tests

	Active Users
	Transactions Per Min.
	Percent Higher
	Better Option

	
	Xeon
	Opteron
	
	

	100
	19,915
	19,466
	2.3
	Xeon

	150
	22,557
	20,576
	9.6
	Xeon

	200
	18,240
	17,429
	4.7
	Xeon

	250
	7,296
	7,181
	1.6
	Xeon

	300
	7,281
	7,180
	1.4
	Xeon

	350
	7,483
	7,412
	1.0
	Xeon

	400
	7,565
	7,478
	1.2
	Xeon

	450
	7,583
	7,503
	1.1
	Xeon

	500
	7,309
	7,278
	0.4
	Xeon


Figure 12:  Throughput, Two Sockets, 2.33 GHz Xeons vs. 2.0 GHz Opterons, 16 –1 GB DIMMs

The next three tables show power efficiency comparisons at three different memory sizes when the 2.33 GHz Xeon and 2.0 GHz Opteron were subjected to identical transaction arrival rates.

	2 Sockets, 2.33 GHz Xeons vs. 2.0 GHz Opterons, 4 GB of Memory, 1 GB DIMMs

	 Data Collected During 30 Minute Transaction Processing Tests

	Active Users
	Transactions Per Min.
	Power Consumption in Watts
	Percent Lower
	Better Option

	
	Xeon
	Opteron
	Xeon
	Opteron
	
	

	Idle
	 
	 
	195.6
	159.8
	18.3
	Opteron

	100
	2,406
	2,407
	203.6
	189.8
	6.8
	Opteron

	200
	4,815
	4,813
	213.0
	204.8
	3.8
	Opteron

	300
	7,221
	7,218
	220.2
	218.0
	1.0
	Opteron

	400
	9,630
	9,627
	227.8
	229.4
	0.7
	Xeon

	500
	12,032
	12,036
	241.8
	239.0
	1.2
	Opteron


Figure 13:  Power Efficiency, Two Sockets, 2.33 GHz Xeons vs. 2.0 GHz Opterons, 4 –1 GB DIMMs

	2 Sockets, 2.33 GHz Xeons vs. 2.0 GHz Opterons, 8 GB of Memory, 1 GB DIMMs

	 Data Collected During 30 Minute Transaction Processing Tests

	Active Users
	Transactions Per Min.
	Power Consumption in Watts
	Percent Lower
	Better Option

	
	Xeon
	Opteron
	Xeon
	Opteron
	
	

	Idle
	 
	 
	227.2
	163.8
	27.9
	Opteron

	100
	2,406
	2,407
	236.6
	195.6
	17.3
	Opteron

	200
	4,813
	4,813
	245.2
	210.2
	14.3
	Opteron

	300
	7,221
	7,219
	252.4
	224.6
	11.0
	Opteron

	400
	9,628
	9,625
	259.8
	236.6
	8.9
	Opteron

	500
	12,037
	12,034
	265.6
	245.8
	7.5
	Opteron


Figure 14:  Power Efficiency, Two Sockets, 2.33 GHz Xeons vs. 2.0 GHz Opterons, 8 –1 GB DIMMs

	2 Sockets, 2.33 GHz Xeons vs. 2.0 GHz Opterons, 16 GB of Memory, 1 GB DIMMs

	 Data Collected During 30 Minute Transaction Processing Tests

	Active Users
	Transactions Per Min.
	Power Consumption in Watts
	Percent Lower
	Better Option

	
	Xeon
	Opteron
	Xeon
	Opteron
	
	

	Idle
	 
	 
	295.0
	173.4
	41.2
	Opteron

	100
	2,407
	2,407
	303.8
	206.0
	32.2
	Opteron

	200
	4,812
	4,814
	311.8
	223.8
	28.2
	Opteron

	300
	7,221
	7,220
	319.4
	240.0
	24.9
	Opteron

	400
	9,629
	9,628
	327.2
	252.0
	23.0
	Opteron

	500
	12,036
	12,036
	333.0
	262.0
	21.3
	Opteron


Figure 15:  Power Efficiency, Two Sockets, 2.33 GHz Xeons vs. 2.0 GHz Opterons, 16 –1 GB DIMMs

7. One Socket 2.0 GHz Quad Xeon vs. 2.33 GHz Quad Xeon
The last set of test data compares the throughput and power efficiency of a server with a single 2.0 GHz Xeon to the same server with a single 2.33 GHz Xeon.  At the lower user counts the database working set resides in the kernel disk buffer cache so there is essentially no physical disk I/O.  As the user count increases the database working set overflows the kernel cache and the test becomes limited by the speed of the disk sub-system.

It is interesting to note that the clock speed of the 2.33 GHz processor is 16 percent faster than the 2.0 GHz processor but that the maximum increase in throughput for cached I/O is 10 percent and the maximum increase in throughput for physical disk I/O is 2.2 percent.

	2.0 GHz Versus 2.33 GHz Xeon, 4 GB, 1 GB DIMMs

	Data Collected During 30 Min. Trans. Processing Tests

	Active Users
	Transactions Per Min.
	Percent Higher
	Better Option

	
	2.0 GHz
	2.33 GHz
	
	

	100
	13,996
	15,121
	8.0
	2.33 GHz

	150
	14,839
	15,846
	6.8
	2.33 GHz

	200
	7,641
	7,603
	0.5
	2.0 GHz

	250
	4,879
	5,071
	3.9
	2.33 GHz

	300
	5,050
	5,080
	0.6
	2.33 GHz

	350
	5,339
	5,342
	0.1
	2.33 GHz

	400
	5,324
	5,373
	0.9
	2.33 GHz

	450
	5,392
	5,395
	0.1
	2.33 GHz

	500
	5,241
	5,268
	0.5
	2.33 GHz


Figure 16:  Throughput Comparison of 2.0 and 2.33 GHz Xeons with 4 GB of Memory

	2.0 GHz Versus 2.33 GHz Xeon, 8 GB, 1 GB DIMMs

	 Data Collected During 30 Min. Trans. Processing Tests

	Active Users
	Transactions Per Min.
	Percent Higher
	Better Option

	
	2.0 GHz
	2.33 GHz
	
	

	100
	14,015
	14,857
	6.0
	2.33 GHz

	150
	14,800
	15,851
	7.1
	2.33 GHz

	200
	11,976
	13,021
	8.7
	2.33 GHz

	250
	6,415
	6,459
	0.7
	2.33 GHz

	300
	6,313
	6,284
	0.5
	2.0 GHz

	350
	5,921
	5,950
	0.5
	2.33 GHz

	400
	5,461
	5,476
	0.3
	2.33 GHz

	450
	5,443
	5,459
	0.3
	2.33 GHz

	500
	5,478
	5,495
	0.3
	2.33 GHz


Figure 17:  Throughput Comparison of 2.0 and 2.33 GHz Xeons with 8 GB of Memory

	2.0 GHz Versus 2.33 GHz Xeon, 16 GB, 1 GB DIMMs

	 Data Collected During 30 Min. Trans. Processing Tests

	Active Users
	Transactions Per Min.
	Percent Higher
	Better Option

	
	2.0 GHz
	2.33 GHz
	
	

	100
	13,810
	14,928
	8.1
	2.33 GHz

	150
	14,631
	15,752
	7.7
	2.33 GHz

	200
	11,736
	12,907
	10.0
	2.33 GHz

	250
	6,724
	6,797
	1.1
	2.33 GHz

	300
	6,708
	6,853
	2.2
	2.33 GHz

	350
	6,895
	6,988
	1.3
	2.33 GHz

	400
	6,983
	7,084
	1.4
	2.33 GHz

	450
	6,996
	7,135
	2.0
	2.33 GHz

	500
	7,151
	7,139
	0.2
	2.0 GHz


Figure 18:  Throughput Comparison of 2.0 and 2.33 GHz Xeons with 16 GB of Memory

The next three tables show power efficiency comparisons at three different memory sizes when the 2.0 GHz Xeon and 2.33 GHz Xeon were subjected to identical transaction arrival rates.

	1 Socket, 2.0 GHz Xeon vs. 2.33 GHz Xeon, 4 GB of Memory, 1 GB DIMMs

	 Data Collected During 30 Minute Transaction Processing Tests

	Active Users
	Transactions Per Min.
	Power Consumption in Watts
	Percent Lower
	Better Option

	
	2.0 GHz
	2.33 GHz
	2.0 GHz
	2.33 GHz
	
	

	Idle
	 
	 
	172.8
	172.6
	0.1
	2.33 GHz

	100
	2,407
	2,406
	179.4
	179.4
	0.0
	Equal

	200
	4,814
	4,812
	186.8
	186.0
	0.4
	2.33 GHz

	300
	7,221
	7,219
	192.6
	192.0
	0.3
	2.33 GHz

	400
	9,625
	9,627
	198.6
	197.2
	0.7
	2.33 GHz

	500
	12,030
	12,034
	202.6
	202.2
	0.2
	2.33 GHz


Figure 19:  Power Efficiency Comparison of 2.0 GHz and 2.33 GHz Xeons with 4 GB of Memory

	1 Socket, 2.0 GHz Xeon vs. 2.33 GHz Xeon, 8 GB of Memory, 1 GB DIMMs

	 Data Collected During 30 Minute Transaction Processing Tests

	Active Users
	Transactions Per Min.
	Power Consumption in Watts
	Percent Lower
	Better Option

	
	2.0 GHz
	2.33 GHz
	2.0 GHz
	2.33 GHz
	
	

	Idle
	 
	 
	207.6
	204.6
	1.4
	2.33 GHz

	100
	2,406
	2,406
	220.8
	212.6
	3.7
	2.33 GHz

	200
	4,814
	4,813
	219.6
	220.8
	0.5
	2.0 GHz

	300
	7,221
	7,220
	225.4
	224.4
	0.4
	2.33 GHz

	400
	9,628
	9,629
	230.4
	229.8
	0.3
	2.33 GHz

	500
	12,031
	12,031
	234.6
	233.8
	0.3
	2.33 GHz


Figure 20:  Power Efficiency Comparison of 2.0 GHz and 2.33 GHz Xeons with 4 GB of Memory

	1 Socket, 2.0 GHz Xeon vs. 2.33 GHz Xeon, 16 GB of Memory, 1 GB DIMMs

	 Data Collected During 30 Minute Transaction Processing Tests

	Active Users
	Transactions Per Min.
	Power Consumption in Watts
	Percent Lower
	Better Option

	
	2.0 GHz
	2.33 GHz
	2.0 GHz
	2.33 GHz
	
	

	Idle
	 
	 
	270.8
	267.8
	1.1
	2.33 GHz

	100
	2,406
	2,407
	263.2
	276.0
	4.6
	2.0 GHz

	200
	4,814
	4,813
	283.4
	282.6
	0.3
	2.33 GHz

	300
	7,222
	7,221
	289.6
	288.4
	0.4
	2.33 GHz

	400
	9,629
	9,625
	295.6
	293.4
	0.7
	2.33 GHz

	500
	12,033
	12,032
	298.0
	298.0
	0.0
	Equal


Figure 21:  Power Efficiency Comparison of 2.0 GHz and 2.33 GHz Xeons with 4 GB of Memory

7. Server Specifications

The server systems used in these tests were configured to perform the functions of both database server and application server. An Opteron and Xeon servers were selected with two CPU sockets. Either one or two quad core chips were installed depending upon the desired test configuration. Minimal changes were made to the system “tunables”. These changes are listed in Appendix “B” The following table lists the configurations of the server systems.

	
	Intel Xeon
	AMD Opteron

	Processor Model
	E5335/E5345, Clovertown, 65nm
	2350, Barcelona, 65nm

	Processor Speeds
	2.0/2.33 GHz
	2.0 GHz 

	Processor L1 Cache Size
	2 x 64k/64k
	4 x 64k/64k

	Processor L2 Cache Size
	2 x 4096k
	4 x 512k

	Processor L3 Cache Size
	n/a
	2048k

	Bus 
	1.333 MT/s Front Side Bus
	3 x 1.0 GHz HyperTransport

	Memory Sizes
	4, 8, 16 Gigabytes
	4, 8, 16 Gigabytes

	Memory Type
	Fully Buffered DDR II – 667 MHz
	DDR II – 667 MHz

	Motherboard Brand
	Supermicro
	ASUS

	Motherboard Model
	X7DBE+
	KFSN4-DRE

	Boot Drive Type
	SATA II
	SATA II

	Boot Drive Brand
	Western Digitial
	Western Digital

	Boot Dive Model
	WD1600YD
	WD1600YD

	Boot Drive Size
	160 Gigabytes
	160 Gigabytes

	Boot Drive Average. Seek
	8.9ms
	8.9ms

	Boot Drive RPM
	7,200
	7,200

	Data Drive Type
	SATA II
	SATA II

	Data Drive Brand
	Western Digital
	Western Digital

	Data Drive Model
	WD1600YD
	WD1600YD

	Data Drive Size
	160 Gigabytes
	160 Gigabytes

	Data Drive Average Seek
	8.9ms
	8.9ms

	Data Drive RPM
	7,200
	7,200

	Data Drive File System Type
	Ext2
	Ext2

	Power Supply Brand
	Ablecom
	Ablecom

	Power Supply Model
	PWS-702-1R
	PWS-702-1R

	Power Supply Rating
	700 Watts
	700 Watts

	Operating System Version
	64 bit SUSE Linux Ent Srvr 10 SP1
	64 bit SUSE Linux Ent Srvr 10 SP1

	MySQL Version
	14.14, 5.1.22-rc
	14.14, 5.1.22-rc

	Estimated System Prices

	1 Socket, 2.0 GHz, 4GB
	$ 2,386.00
	$ 2,639.00

	1 Socket, 2.0 GHz, 8GB
	$ 2,643.00
	$ 2,831.00

	1 Socket, 2.0 GHz, 16GB
	$ 3,157.00
	

	1 Socket, 2.33 GHz, 4GB
	$ 2,545.00
	

	1 Socket, 2.33 GHz, 8GB
	$ 2,802.00
	

	1 Socket, 2.33 GHz, 16GB
	$ 3,316.00
	

	2 Sockets, 2.0 GHz, 4GB
	
	$ 3,101.00

	2 Sockets, 2.0 GHz, 8GB
	
	$ 3,293.00

	2 Sockets, 2.0 GHz, 16GB
	
	$ 3,677.00

	2 Sockets, 2.33 GHz, 4GB
	$ 3,100.00
	

	2 Sockets, 2.33 GHz, 8GB
	$ 3,357.00
	

	2 Sockets, 2.33 GHz, 16GB
	$ 3,871.00
	

	
	
	


Figure 22:  Server Specifications

8. Test Environment 

These tests were conducted at the Neal Nelson &

Associates client/server testing facility.  This lab has a

test bed with 96 client machines.  The test bed is a Linux

cluster that has been configured to run under the control

of the Neal Nelson Multi-Node Remote Terminal Emulator

(RTE) software package.  In this configuration all of the

RTE client machines can be directed to perform functions

In either an independent or synchronized fashion.

In addition to the RTE client machines Opteron and Xeon

servers were used during this test sequence. The

configuration of these servers were described in section 7

of this white paper.

9. Test Bed Configuration

 The following diagram shows the relationship between the various machines that were used in the test. 

[image: image3.jpg]



Figure 23:  Relationship of Test Bed Devices

10. Transaction Description

A credit card purchase was selected as the basis for this transaction test.  One common type of credit card transaction is a fuel purchase at a filling station.  This purchase consists of two steps. First the credit card is read and the fuel purchase is authorized, and second, when fuel dispensing is complete, the details of the sale are updated into a database.  In addition to the database update the transaction’s detail information is written to a transaction log file.

The transactions are submitted by simulated World Wide Web users from the RTE nodes to the Apache2 HTTP web server software that is running on the server.  The Apache2 web server, through a “.cgi” binary executable program, accesses data stored in the database tables.

The following diagram shows the information flow between the major software modules that were active during this test.
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Figure 24:  Information Flow Between Major Software Components

11. Database
The database used by this test consists of two tables and one sequential log file.  The two tables are a “credit card” table and a “gas station” table.  The sequential file is a transaction log of the events that occur during a test run.  The layouts of the tables are listed in Appendix A.

The tables used by this test are a fixed size.  The credit card table has 200,000,000 rows and the gas station table has 75,000,000 rows.  The transaction log file is pre-allocated at a size such that it does not overflow during a test run.

12. Test Procedure

The test procedure consisted of the following steps:

1. Configure the desired server with one or two (quad core) processors, load the operating system (SUSE Linux Enterprise Server version 10, SP 1), the database server software and the benchmark application software.

2. Execute utility programs to initialize the test database and then load test data into the database.

3. Re-boot the server to initialize the process table and clear the kernel disk cache.

4. Reset the test database and clear the sequential transaction log file. Start background “daemon” processes to write records to the transaction log file.

5. Repeat steps 3 and 4 before running the transaction test nine times with maximum throughout load levels of 100, 150, 200, 250, 300, 350, 400, 450 and 500 simultaneous users.  Repeat steps 3 and 4 before running the power efficiency test five times with transaction arrival rates of 2,400, 4,800, 7,200, 9,600 and 12,000 transactions per minute.  At each user load level transactions were presented at a steady rate for at least 30 minutes. During this thirty minute time period the server’s total power usage (in watt hours) is recorded by a “Watts Up Pro” power meter. 

6. Repeat steps 1 through 5 with each of the desired combinations of memory size and CPU configuration.

13. Conclusions

The Xeon based server configurations delivered slightly better maximum throughout than the Opteron based server configurations with the complex workloads used in these tests.

The Opteron based server configurations delivered significantly better power efficiency when systems were configured with larger numbers of memory modules.

14. Possible Future Tests
Repeat this test sequence 2 GB and 4 GB memory modules.

Repeat this test sequence with processors that have different clock frequencies.
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17. Questions and Comments
What type of assistance was provided by the vendors listed above? – Each vendor loaned us either computer equipment or software that we used during these tests.

Was Intel Invited to Participate in the Test? – Yes, Intel declined to participate.

Did anyone pay for or sponsor these tests? - No, we were not paid, directly or indirectly, by anyone to develop these benchmarks or run these tests.

Can I run these tests myself? - Yes, but they are not easy to run. These are transaction workloads that require a client/server Remote Terminal Emulation (RTE) test bed (in our case a Linux cluster), and substantial experience in database administration and RTE scripting.  These tests are comparable in complexity to the Transaction Processing Council (TPC) client/server tests.

Can you run these tests for us? - Yes, we offer both laboratory and on-site testing services. The lab tests are both quick and inexpensive.  We perform benchmarks where the test results are released to the public and we also perform tests where the results are kept under non-disclosure.

Are you available as a consultant to my company for a particular project? - Yes. Contact information is listed below.

18. Caution
There are many factors that affect the performance of computer systems.  In this test we have tried to isolate and measure the performance issues for a well-defined set of factors.  Individuals that review test data, such as the data contained herein, must consider all of the factors affecting performance and prepare an informed estimate of the impact of any changes that they intend to make to their configuration. 

19. About Neal Nelson & Associates

Neal Nelson & Associates is an independent testing and consulting company founded in 1973.  It is not affiliated with any manufacturer or vendor and offers a number of products and services, including its Multinode Remote Terminal Emulator (RTE).  The firm has its primary office and a testing laboratory in the Chicago suburbs.  Neal Nelson & Associates' client list includes companies such as: FedEx, IBM, McDonald's, Northern Telecom, Sprint and major government agencies including the Internal Revenue Service, US Air Force, US Navy and US Army. 

For further information contact: Neal Nelson & Associates at (847) 851-8900. 

20. Trademarks

Trademarks that may be mentioned in this document are the property of their owners.

Appendix A:  Database Design

CREDIT CARD Table Layout

Field Name
Field Description


Comments



ccccno

variable text, 16 characters max

credit card number


ccname

variable text, 40 characters max

name on credit card


cctype

variable text, 4 characters max

credit card type


ccsccd

variable text, 8 characters max

security code


ccexmn

numeric, 2 digits


expiration month


ccexyr

numeric, 4 digits


expiration year


cctltr

numeric, 8 digits


total transactions


cctlgl

numeric, 12 digits, 3 decimals

total gallons


cctlam

numeric, 12 digits, 2 decimals

total amount


ccadr1

variable text, 40 characters max

address 1


ccadr2

variable text, 40 characters max

address 2


cccity

variable text, 32 characters max

city


ccstpv

variable text, 4 characters max

state/prov


cczpcd

variable text, 8 characters max

zip code


cczpsf

variable text, 8 characters max

zip suffix


ccprpn

variable text, 16 characters max

primary phone no.


ccprfn

variable text, 16 characters max

primary fax no.


ccprcn

variable text, 16 characters max

primary cell no.


ccprea

variable text, 40 characters max

primary email


cctxid

variable text, 32 characters max

tax i.d. number

Primary Key:  ccccno

GAS STATION Table Layout


Field Name
Field Description


Comments



gsgsid

numeric, 8 digits


gas station i.d.


gstltr

numeric, 8 digits


total transactions


gstlgl

numeric, 12 digits, 3 decimals   

total gallons


gstlam

numeric, 12 digits, 2 decimals

total amount


gsname

variable text, 40 characters max

gas station name


gsadr1

variable text, 40 characters max

address 1


gsadr2

variable text, 40 characters max

address 2


gscity

variable text, 32 characters max

city


gsstpv

variable text, 4 characters max

state/prov


gszpcd

variable text, 8 characters max

zip code


gszpsf

variable text, 8 characters max

zip suffix


gsprpn

variable text, 16 characters max

primary phone no.


gsprea

variable text, 40 characters max

primary email


gstxid

variable text, 32 characters max

tax i.d. number









pumps 1-12




gspttr[12]
numeric, 8 digits 


pump total transactions


gsptgl[12]
numeric, 12 gigits, 3 decimals

pump total gallons


gsptam[12]
numeric, 12 gigits,  decimals

pump total amount


Primary Key:  gsgsid

TRANSACTION LOG File Layout

Field Name
Field Description


Comments



tltrno

numeric, 8 digits


transaction number


tlgsid

numeric, 8 digits


gas station i.d.


tlgspm

numeric, 2 digits


gas pump i.d. (1-12)


tlccno

variable text, 16 characters

credit card number


tltcdt

numeric, 8 digits


trans completed date


tltctm

numeric, 8 digits


trans completed time


tlgaln

numeric, 8 digits, 3 decimals

gallons pumped


tltlam

numeric, 12 digits, 2 decimals

total amount of sale

Appendix B:   SUSE Linux Enterprise Server 10  Tunables

	Desired Change
	File
	Changes

	Disable HTTP logging 
	/etc/sysconfig/apache2
	Comment out APACHE_ACCESS_LOG

	Increase number of allowed simultaneous user sessions
	/etc/apache2/server_tuning.conf
	change 150 to 550


/proc/sys/vm/dirty_expire_centisecs set to 200

/proc/sys/vm/dirty_writeback_centisecs set to 200

Appendix C:   Source Code for DBMS Queries

MySQL Queries

The SQL queries are embedded within “C” language programs. The following are portions of the C code that include the queries:

MySQL Validate Credit Card Number and Gas Station Number

ml2200:



// open database


if(mysql_init(&mysql) == NULL)


{


  errrtn(5060L,"ml2200","mysql_init() error: %s"


    ,mysql_error(&mysql));


  endjob(9);


}


if (!mysql_real_connect(&mysql,"localhost","wk0001","upwd0001",NULL,0,NULL,0)) 


{


  errrtn(5060L,"ml2200","mysql_real_connect() error: %s"


    ,mysql_error(&mysql));


  endjob(9);


}


wkrtcd = mysql_select_db(&mysql,"B");


if(wkrtcd != 0)

// unsuccessful


{


  errrtn(5060L,"ml2200","mysql_select_db() error: %s"


    ,mysql_error(&mysql));


  endjob(9);


}

ml2400:



// validate against credit card table


sprintf(&(query_def[0])


  ,"SELECT ccccno FROM cdtcrd WHERE ccccno='%16.16s'",&(tl.tlccno[0]));


wkrtcd = mysql_exec_sql(&mysql,query_def);


if (wkrtcd != 0) {


  errrtn(5060L,"ml2400","error=%s"


    ,mysql_error(&mysql));


}


result = mysql_use_result(&mysql);

        if (!result) {


  errrtn(5060L,"ml2400","mysql_use_result() error: %s"


    ,mysql_error(&mysql));


}


mysql_free_result(result);

ml2600:



// validate against gas station table


sprintf(&(query_def[0])


  ,"SELECT gsgsid FROM gasstn WHERE gsgsid=%ld",tl.tlgsid);


wkrtcd = mysql_exec_sql(&mysql,query_def);


if (wkrtcd != 0) {


  errrtn(5060L,"ml2600","error=%s"


    ,mysql_error(&mysql));


}


result = mysql_use_result(&mysql);

        if (!result) {


  errrtn(5060L,"ml2600","mysql_use_result() error: %s"


    ,mysql_error(&mysql));


}


mysql_free_result(result);

ml2800:



// close the database


mysql_close(&mysql); 

MySQL Update Credit Card Number and Gas Station Number 

ml3200:



// open database


if(mysql_init(&mysql) == NULL)


{


  errrtn(5060L,"ml3200","mysql_init() error: %s"


    ,mysql_error(&mysql));


  endjob(9);


}


if (!mysql_real_connect(&mysql,"localhost","wk0001","upwd0001",NULL,0,NULL,0)) 


{


  errrtn(5060L,"ml3200","mysql_real_connect() error: %s"


    ,mysql_error(&mysql));


  endjob(9);


}


wkrtcd = mysql_select_db(&mysql,"B");


if(wkrtcd != 0)

// unsuccessful


{


  errrtn(5060L,"ml3200","mysql_select_db() error: %s"


    ,mysql_error(&mysql));


  endjob(9);


}


wkrtcd = mysql_autocommit(&mysql,0);


if(wkrtcd != 0)

// unsuccessful


{


  errrtn(5060L,"ml3200","mysql_autocommit() error: %s"


    ,mysql_error(&mysql));


  endjob(9);


}

ml3400:



// select credit card row


sprintf(&(query_def[0])


  ,"SELECT cctltr, cctlgl, cctlam FROM cdtcrd WHERE ccccno='%16.16s'"


  ,&(tl.tlccno[0]));


wkrtcd = mysql_exec_sql(&mysql,query_def);


if (wkrtcd != 0) {


  errrtn(5060L,"ml3400","error=%s"


    ,mysql_error(&mysql));


}


if (wkrtcd != 0) {
// 0=successful


  errrtn(5060L,"ml3582","mysql_exec_sql() select error: %s"


    ,mysql_error(&mysql));


  goto ml3600;


}


result = mysql_store_result(&mysql);

        if (!result) {

// no results


  errrtn(5060L,"ml3584","mysql_store_result() select error: %s"


    ,mysql_error(&mysql));


  goto ml3600;


}


row = mysql_fetch_row(result);

ml3480:



// bring in the fields


lengths = mysql_fetch_lengths(result); // length of each field


for(i = 0; i < 3; i++)

        { 

          sprintf(&(wkclrs[i][0])


    ,"%.*s", (int) lengths[i], row[i] ? row[i] : "NULL"); 

        } 

        mysql_free_result(result);


sscanf(&(wkclrs[0][0]),"%ld",&(cctltr));


sscanf(&(wkclrs[1][0]),"%lf",&(cctlgl));


sscanf(&(wkclrs[2][0]),"%lf",&(cctlam));

ml3500:



// change the data fields


cctltr = cctltr + 1;


cctlgl = cctlgl + tl.tlgaln;


cctlam = cctlam + tl.tltlam;

ml3540:



// update the table


sprintf(&(query_def[0])


  ,"UPDATE cdtcrd SET cctltr=%ld, cctlgl=%lf, cctlam=%lf WHERE ccccno='%16.16s'"


  ,cctltr,cctlgl,cctlam,&(tl.tlccno[0]));


wkrtcd = mysql_exec_sql(&mysql,query_def);


if (wkrtcd != 0) {
// 0=successful


  errrtn(5060L,"ml3586","mysql_exec_sql() select error: %s"


    ,mysql_error(&mysql));


}

ml3600:



// select gas station row


sprintf(&(query_def[0])


  ,"SELECT gstltr, gstlgl, gstlam, gspt%2.2d, gspg%2.2d, gspa%2.2d FROM gasstn WHERE gsgsid=%ld"


  ,tl.tlgspm,tl.tlgspm,tl.tlgspm,tl.tlgsid);


wkrtcd = mysql_exec_sql(&mysql,query_def);


if (wkrtcd != 0) {


  errrtn(5060L,"ml3600","error=%s"


    ,mysql_error(&mysql));


}


if (wkrtcd != 0) {
// 0=successful


  errrtn(5060L,"ml3782","mysql_exec_sql() select error: %s"


    ,mysql_error(&mysql));


  mysql_close(&mysql);


  endjob(9);


}


result = mysql_store_result(&mysql);

        if (!result) {

// no results


  errrtn(5060L,"ml3784","mysql_store_result() select error: %s"


    ,mysql_error(&mysql));


  mysql_close(&mysql);


  endjob(9);


}


row = mysql_fetch_row(result);
ml3680:



// bring in the fields


lengths = mysql_fetch_lengths(result); // length of each field


for(i = 0; i < 6; i++)

        { 

          sprintf(&(wkclrs[i][0])


    ,"%.*s", (int) lengths[i], row[i] ? row[i] : "NULL"); 

        } 

        mysql_free_result(result);


wkidm1 = tl.tlgspm - 1L;


sscanf(&(wkclrs[0][0]),"%ld",&(gstltr));


sscanf(&(wkclrs[1][0]),"%lf",&(gstlgl));


sscanf(&(wkclrs[2][0]),"%lf",&(gstlam));


sscanf(&(wkclrs[3][0]),"%ld",&(gspttr[wkidm1]));


sscanf(&(wkclrs[4][0]),"%lf",&(gsptgl[wkidm1]));


sscanf(&(wkclrs[5][0]),"%lf",&(gsptam[wkidm1]));

ml3700:



// change the data fields


gstltr = gstltr + 1;


gstlgl = gstlgl + tl.tlgaln;


gstlam = gstlam + tl.tltlam;


gspttr[wkidm1] = gspttr[wkidm1] + 1;


gsptgl[wkidm1] = gsptgl[wkidm1] + tl.tlgaln;


gsptam[wkidm1] = gsptam[wkidm1] + tl.tltlam;

ml3740:



// update the table


sprintf(&(query_def[0])


  ,"UPDATE gasstn SET gstltr=%ld, gstlgl=%lf, gstlam=%lf, gspt%2.2ld=%ld, gspg%2.2ld=%lf, gspa%2.2ld=%lf WHERE gsgsid=%ld"


  ,gstltr,gstlgl,gstlam,wkidm1+1,gspttr[wkidm1],wkidm1+1,gsptgl[wkidm1]


  ,wkidm1+1,gsptam[wkidm1],tl.tlgsid);


wkrtcd = mysql_exec_sql(&mysql,query_def);


if (wkrtcd != 0) {
// 0=successful


  errrtn(5060L,"ml3786","mysql_exec_sql() select error: %s"


    ,mysql_error(&mysql));


  mysql_close(&mysql);


  endjob(9);


}


wkrtcd = mysql_commit(&mysql);


if (wkrtcd != 0) {
// 0=successful


  errrtn(5060L,"ml3786","mysql_commit() error: %s"


    ,mysql_error(&mysql));


}

ml3800:



// close database


mysql_close(&mysql);
Write Records to Sequential Transaction Log File

      wkdspl = smpt->smtlna * sizeof(tl); 
      wkldm1 = lseek(wktlfd,wkdspl,0); 
      if (wkldm1 != wkdspl) { 
        errrtn(9999L,"ml4000","lseek() error, file=%s, errno=%d %s" 
          ,&(tlphnm[0]),errno,strerror(errno)); 
        endjob(9); 
      } 
      wkidm2 = smpt->smtana * sizeof(tl); 
      wkidm1 = write(wktlfd,&(smpt->smtlar[0][0]),wkidm2); 
      if (wkidm1 != wkidm2) { 
        errrtn(9999L,"ml4200","write() error, file=%s, errno=%d %s" 
          ,&(tlphnm[0]),errno,strerror(errno)); 
        endjob(9); 
      } 
      smpt->smtlna = smpt->smtlna + smpt->smtana; 
      smpt->smtana = smpt->smtafa; 
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